ABSTRACT

CHEONG, YUN GYUNG. A Computational Model of Narrative Generation for Suspense.
(Under the direction of R. Michael Young.)

The generation of stories by computers, with applications rariging computer games to
education and training, has been the focus of research by computéiignadts and Al
researchers since the early 1970s. Although several approasieeshioavn promise in their
ability to generate narrative, there has been little rebeam the generation of stories that
evoke specific cognitive and affective responses in their readées goal of this research is
to develop a system that produces a narrative designed spectficellgke a targeted degree
of suspense, a significant contributor to the level of engagementienges by users of
interactive narrative systems. The system that | preserg tekénput a plan data structure
representing the goals of a storyworld's characters and tibasathey perform in pursuit of
them. Adapting theories developed by cognitive psychologistsystgm uses a plan-based
model of narrative comprehension to determine the final content oftahe is order to
manipulate a reader's level of suspense in specific waysislthesis, | outline the various
components of the system and describe an empirical evaluationuted to determine the
efficacy of my techniques. The evaluation provides strong suppothéoclaim that the

system is effective in generating suspenseful stories.
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Chapter 1

Introduction

Since the emergence of the first computational story gemeratystem, TALE-SPIN,
developed by Meehan in 1976 (Meehan, 1976), many attempts to automate catgoyte
creation have appeared, mostly arising from the desire to endolimes with human-level
intelligence and creativity (Lebowitz, 1984; Lebowitz, 1985; Bates, 1R6[&p et al., 1993;
Turner, 1994; Bringsjord and Ferrucci, 1999). The rapid growth of comjaaienology and
the game industry in the last decade has led both to users aarthese recognizing the
power of the computer as an entertainment tool, increasing the deoramteractive
narrative in their use of computers in entertainment contexts.r@suét, recent Al research
in story generation has concentrated on solving various problemsvidlethe users with
high interactivity in their use of game software, trainingkpges, and tutoring systems
(Cavazza et al., 2002; Magerko and Laird, 2004; Mateas and Stern, 2003t Mlot1999;
Mott, 2006; Ryokai et al., 2003; Hill et al., 2003; Riedl and Young, 2004; $dand Young,
2005; Aylett, 2004; Nelson and Mateas, 2005; Gratch and Marsella, 2004dp&vet al.,
2001). In contrast, current research has paid less attention teeteeesand affective
properties of narrative, which are, in fact, fundamental for its atien by readers. For
example, typical story consumers read and view literary faxpgcting to feel suspense,
surprise, curiosity, sadness, happiness, fun, etc. Unfortunatedybalieved that writing



good stories is a difficult task even for human authors, which recuinggh level of skill to
keep a human’s mind engrossed. My approach addresses one of theprehteahs in the
automatic creation of stories—creating suspense in narrative, which keepadbeengaged

in the various plots, giving them high entertainment value.

1.1 Motivation
Suspense contributes significantly to the enjoyment of a narratiite keaders (Brewer and

Lichtenstein, 1982; Brewer and Ohttsuka, 1988; Alwitt, 2002). Brewer andebsiain’s
experiment sought to find the main elements that entertain stmgumers. Those who
participated in the experiment reported that suspense is caatimigcerning a story from a
mere series of events (Brewer and Lichtenstein, 1982). Additionabgondents often
expressed high satisfaction with their experience with narsatmeen suspenseful events
were presented in the stories. Brewer (1996) indicates thatnses{gemore important to a
reader’s experience than is surprise since the emotiomat @ff suspense may last minutes
while surprise may only last for seconds. Furthermore, the stugliewers’ responses to
commercials by Alwitt (2002) demonstrates that suspenseful caaiseare favored over
non-suspenseful commercials.

The diagram in Figure 1.1 is drawn by Turner (1994) to suggestiitdran§y process of
creating a good story. As illustrated in the figure, storiesracognized as complete only
when they satisfy all the major requirements integral tealiyeappreciation, such as theme,
consistency, presentation, and suspense. In spite of the importance oissuspereating
aesthetically pleasing stories, a fair amount of researctolip generation has concentrated
mainly on the problems of theme, consistency, and presentation. Thetktm®,systems
often create stories that contain little or no suspense, a congtich generally leads to the
creation of stories far inferior to those authored by human professionakwriter
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Figure 1.1: Bottlenecks in Storytelling (Turner, 1994)

1.2 Applications

The work described here yields important insight into the procesdrashatic story

generation by computers. As an example, consider a story genaraidel that demands a
story with the dramatic arc depicted in Figure 1.2 (Freytag, )1888s arc contains three
dramatic moments (i.e., introduction, climax, resolution) with two ctuestis (i.e., rise, fall)

positioned between them. In this graph, the introduction (i.e., expositiplairexthe setting

of the story (e.g., place, time, characters); the rising acbomplicates the original situation
and cumulates in the climax; the climax is the point of greaéesion where the rising
actions result in a strong and decisive moment; the falling aptepares the audience for
the resolution (i.e., catastrophe, conclusion), which is the final clasingn that reveals the
significant outcome and wraps up the whole story. Freytag afisatrthe climax consists of

one primary scene while the other four parts may be composed of several scenes.
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Figure 1.2: Freytag’s Pyramid

The concept of tension in Freytag’'s pyramid relates to suspémse ssispense is treated
as a special kind of tension (Zillmann, 1996). Research evidenBeeslyer and Lichtenstein
(1981; 1982) also suggests that readers feel more suspense whexpta\thee outcome of
a significant event will be revealed.

A complete story generation system using the approach that ribkde$ere to create
elements of suspense would have a range of potential applicationsinidhede the creation
and control of user interfaces, entertainment software, educatioitaare applications and
corporate training tools as suggested in the symposium of Nartatelligence (Mateas and
Sengers, 1999). For entertainment purposes, suspense is particuatiyefh applications
involving interactive literary, interactive drama, cinematicisgrand games. In education,
narrative centered learning environments can enable the useivieyaobtain knowledge
through a form of story (Mott et al., 1999; Mott, 2006; Riedl and Young, 2094 dition,
the use of narrative in training soldiers to improve their decisiaking skills has been
successfully implemented (Hill et at., 2003).

1.3 Problem Statement
The main goals of my research are two-fold: to a) develop a congmaiamodel of

suspense, and to b) build a system that manifests the computationadfonedédation. In
this context, | define suspense as follows:



Concept 1.1 (Suspensepuspense is the feeling of excitement or anxiety that
audience members feel when they are waiting for something to happen within
an unfolding story and are uncertain about a significant outcome within that

story.

My approach attempts to manipulate the level of suspense experienceatyysasader
by elaborating on the story structure—making decisions regardinigsidrg elements to tell
and when to tell them—that can influence the reader’s mngrabmprehension process at a
specific point in her reading. To this end, | make use of a computatiodel of that
comprehension process based on evidence from previous psychological studiesgettigori
concept that a reader’s suspense level is affected by the nofrdutions available to the
problems faced by a narrative’s protagonists (Brewer, 1996; GandgBernardo 1994;
Comisky and Bryant 1982; Carroll, 1984; Carroll, 1996; de Wied, 1994; Zihm&996).
Adapting theories developed by cognitive psychologists, my approashaupéan-based
model of narrative comprehension to determine the final content oftahe is order to
manipulate a reader's comprehension process. The type of sudpaltseith in this work
falls under the category of plot-based suspense (Toolan, 2001), whicls diffier action-
based suspense in that the former is generated from plot developmehe datter is evoked
from the reader simply observing physical action scenes suchraases in film. As an
example of plot-suspense is described by Alfred Hitchcock inirttexviews with the
filmmaker Truffaut (Truffaut, 1967): a scene where severh imre playing cards around a
table would not typically evoke suspense from the viewers; the saeme would invoke a
strong sense of suspense should the viewers be made aware of a bombatindkee card
players’ table set to go off in 60 seconds.

1.4 Contributions

There are three central contributions of this dissertation. Firdéfine a computational
model of story generation for suspense. Second, | describe an emplevh this

computational model. Third, | empirically evaluate the stories that it produces



To generate suspenseful stories, | set out a basic approach bailtripartite model
adapted from narrative theory that involves the following narrateraents: thdabula the
sjuzhet and the discourse (Rimmon-Kenan; 2002jaBulais a story world that includes all
the events, characters, and situations in a story. In my approatihuleeis represented as a
plan structure generated by Crossbow—a hierarchical, partial-adsaldink planner based
on the Longbow planning system (Young et al., 1994jukhetis a series of events selected
from thefabula The final layer, a discourse, can be thought of as a set ofaiatsion the
use of the medium of presentation itself (e.g., text, flm)nideel to convey the narrative to
its reader.

| also present Suspenser, a framework that constructs avestticture (i.e.sjuzhe}
from a given story world (i.efabuld intended to evoke the given level of suspense (i.e.,
either high or low) from the reader. Adapting theories developeadpyittve psychologists,
my system uses a plan-based model of narrative comprehensionrioidetde finalsjuzhet
the content of the story, in order to manipulate a reader's legelspense in specific ways.
To this end, the system takes as inpfalaila plan data structure representing the goals of a
storyworld's characters and the actions they perform to aclir@ne goals. In order to
maintain the outpusjuzhetmaintains the essential storyline, the system first idestdi set
of core story events that cannot be eliminated without harming thestanaability of a
story. To determine the content of the fispizhet the system finds actions that can harm the
protagonist’'s goals and tests if the addition of these actionsiirdseribe reader suspense by
modeling the reader’s inference process and anticipation of tha@gpnists’ success using
Crossbow. The core story events and harmful actions compose theofitexttoof thesjuzhet
Formal evaluations strongly support the claim that the storeduped by the system are
comparable to those produced by a human author in terms of suspensk. @etdie
experiments can be found in Chapter 4.

The contributions that this thesis makes for Al research are listed below.

» Designing a framework for suspenseful starlegescribe my architecture for creating
suspenseful stories based on tripartite-model of story analyggested by narrative

theorists. My model first extracts a coherent summary ofrnjet istory to be used as



the content of a story structure, and completes the structuaddiyg story elements

that control the suspense level experienced by the reader.

* Planning-based modeling of reader’s narrative understanding prooggsapproach
employs a hierarchical partial-order planning algorithm to mtieehuman reader’s
plan-related reasoning process that is triggered in his eff@atlve a problem given

to the protagonist of a story.

» Devising functions for estimating suspensg/ approach defines a) a function to
measure the intensity of suspense that a reader experienca fyom@an story based
on psychological evidence on suspense, and b) a function to estimatadtet of

threat that an event of a story invoke in the reader.

* Experimental validation The results from my formal evaluation, testing the
functionality of the current implementation of Suspenser, strongipat the claim
that my model is effective in selecting story elements ¢batribute to the reader’s

suspense level.

1.5 Dissertation Organization
This paper is organized as follows. Chapter 2 reviews relevantivoidrative psychology

and computer science, addressing the challenges in creatihgtmadiy pleasing stories.
Chapter 3 presents a story generation model in which Suspenser situraterl and details
the Suspenser framework. Chapter 4 presents my evaluation #sgessthe performance of
Suspenser compared with that of a human. Lastly, Chapter 5 conclitldes discussion of

the limitations of my system and my plans for future work in this area.



Chapter 2

Related Work

This chapter reviews previous research related to narrative figcosi the computational
modeling of story generation and suspense. First, | illustrate peetasof narrative studied
by narratologists. | then discuss psychological models of rdetion of suspense based on
individuals’ experiences reading fictional text. In the subsegsection, | present relevant
projects by computer scientists seeking to automate the protessry generation, with
applications ranging from computer games to education and trdi@angzza, 2002; Riedl
and Young, 2004; Mateas and Stern, 2003; Hill et al., 2003; Gratch and klag¥Ma;
Swartout et al., 2001). Finally, | point to several problems that baea overlooked by

many of the computational approaches to story generation.

2.1 Narrative
This section defines various terms referring to stories. &Viniany of these terms are

generally interchangeable, narrative theorists often drawesdistinctions among them. For
example, Prince (2003) makes differentiations among three primiiv@ns: narrative, story,
and plot. He defines narrative as the representation of a serrese than one or two events
in a context involving both tellers and listeners. A story silaset of narrative containing

elements of causality. A narrative may consist of several virdt have no causal



connection; a story’s events must be causally connected. Priscebés plot as a story in

which the causal relationships between events are made explicit in text.

Concept 2.1 (Narrative).The representation (as product and process, object

and act, structure and structuration) of one or more real or fictive svent

communicated by one, two, or several (more or less overt) narrators to
narratees(Prince, 2003).

Concept 2.2 (Plot). The main incidents of a narrative; the outline of

situations and event{®rince, 2003).

Concept 2.3 (Story). The content plane of narrative as opposed to its

expression plane or discourgerince, 2003).

In contrast to Prince’s distinctions, | adopt a definition more amtd that of Rimmon-
Kenan (2002) in which a story is defined as the description of a seqakhee or more
temporally successive events, some of which are causally delbtdeed this simple
definition implies the following two important requirements for @t causal relationship
and state change. For instance, the story ‘A young boy died. His mutigle exhibits state
changes without explicit causal relationship. Yet, from this sibiybelieved that the reader
would infer implicit causality between the two sentences, ‘A gdowy died. As a result, his

mother died of grief.’

Concept 2.4 (Minimal Story) A narrative recounting only two states and
one event such that (1) one state precedes the other state ifaticheauses
it); (2) the second state constitutes the inverse (or the matin; including
the “zero” modification) of the first(Prince, 2003).

As building blocks for creating and understanding a story, manytolagets have
suggested various concepts analogous to the distinctions drawn bgtrigetween the deep

structure and the surface structure of a text. While surtagetwes can be thought as the



specific syntactic structure of sentences, the deep struettgesderstood as the sentences’
underlying meanings.

In his oft-cited analysis of Russian folk-tales, Propp (1958) suggestisctional model
of story analysis, characterizing story elements by theirtifumon the state of the story.
Propp maintains a view that there are a limited number of rotdsm@cter may fill within
the genre he studied (i.e., villain, donor, helper, hero, false hematcher, sought-for
person) and precisely 31 functions that characters in these roles can pExfemthough his
theory is limited by its origin based on a corpus of Russidtalels, it is important that this
theory is the first to identify the abstract structure ofystThis functional theory has been
directly translated into the computational system by Diaz-Agidal. (2004). In addition,
the function theory of Propp was also developed into an actantial mp@iebnas (1983).
In this model, the function theory’'s roles are generalized into dlesns®t (i.e., sender,
object, receiver, helper, subject, and opponent). In an anlysisastmithat of Propp, Labov
(1972) identifies a series of patterns from a corpus of AfrAsauerican oral narratives. He
has observed that their stories contain elements that canllgyjpeacharacterized as either
referential components (i.e., abstraction, orientation, complicatitignacor functional
components (i.e., evaluation, resolution, and coda). Abstract elements thegistory as a
whole; orientation elements describe characters; evaluationrgemeglain why the story is
worth telling; coda elements compose story endings.

The employment of the bipartite model—story and discourse—in anglyaimative has
a long history in narratology (Chatman, 1978). In this madety refers to the content plane
of narrative whereadiscourserepresents its expression plane. Then, later narrative theorists
have raised issues regarding the narrator’s role in the bipantitkel. Considering that the
primary function of a story is to entertain its receiversame story shall be delivered in
different fashions according to the needs of those receiverspedific context they are in.
For instance, a version of tiBgble written for children is different from a version written for
adults; children’Bible versions vary by length, choice of events, use of words, etc. Some
narrative theorists (Genette, 1980; Bal, 1985; Rimmon-Kenan, 2002; Toolan, 200 Ihat

this phenomenon—different stories from the same story materiabeisd in the existence
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of an abstract entity called the narrator who decides what Itartdl when to tell it. To
separate the narrator’s role from the discourse, they sugtfesteatiered model of narrative
composed of théabula thesjuzhet and the narrative discourse. As defined in the previous
chapter, aabulais a story world which includes all the events, characters, itimatiens
(place and time) in a story. gjuzhetcorresponds to a series of events and situations selected
from thefabulato present to readers. Discourse refers to the manner of tieermokdium of
presentation, for example, the use of text, images or film. Tinefibef this tripartite model

is the clear distinction it provides between narrative construtisks at each layer: story

material design, story structure design, and surface realization.

Concept 2.5 Fabula). The set of narrated situations and events in their
chronological sequence; the basic story material (as opposed to plot or
sjuzhet)Prince, 2003).

Concept 2.6 §uzhet). The set of narrated situations and events in the order
of their presentation to the receiver (as opposed to fabula); the arrangement
of incidentg(Prince, 2003).

Concept 2.7 (Discourse)The expression plane of narrative as opposed to its

content plane of storfPrince, 2003).

Although the specific roles at thguzhetlayer are not unanimously agreed upon by
narrative theorists, some (Bal, 1985; Rimmon-Kenan, 2002; Toolan, 20019 #we
presentation time, characterization, and focalization are fundamaspects of stories
determined at the intermediate layer. The first aspectacteization, ascribes certain traits
to the characters of a story. Focalization sets the poineaf @mployed in conveying a story.
The decisions regarding the narrative presentation time indh@dertler of presentation of
events, the narrative speed, and the frequency (Genette, 1988). The qub=eatation of
events deals with setting the presentation of story events wihichdidfer from their
chronological orders. The narrative speed is concerned with theoduadlotted to recount

events; an event may occupy a long duration or none at its discolesdrefjuency is
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related to the number of times an event and its happenings is toékafimple, an event that
happened once can be recounted once (i.e., singular narrative) or ssesdl.e., repeating
narrative).

Sincesjuzhetpresents only a part ¢dbula some information that exists in thebulais
omitted in the processing of generatsjgzhet This information can is deleted because the
author believes it unnecessary for the reader to know or belieatethis information can be
inferred by the reader. For example, Bruce Wayne, the protguithe filmBatmanwears
the Batman suit when he presents himself as Batman. Obviousleeds to change his
clothes before he serves as Batman, yet those clothes-chauogings are not shown to
viewers. In this example, those scenes are present ifaltliéa of Batman but absent its
sjuzhet

When creating ajuzhet afabulacan be tailored for various purposes. Redundant events
that can be readily reasoned such as daily activities (e.g., hgugdth, having breakfast)
are excluded from presentation because they are unnecesdg feader to know and their
omission does not hinder readers from apprehending the story. This kindrrative
omission has been recognized; Nieding et al. (1996) call the @#silyed ellipsis in a story
as aweak gapand label the type of ellipsis that is unexpected by the reader without fajlowi

information referring to it as strong gap

2.2 Suspense
This section explores narrative and psychological theorievael to suspense created

during narrative comprehension. | begin with descriptions of suspeng@es®ht a number
of research results characterizing the methods used by fikstalis to manipulate story
presentation for the experience of suspense. Finally, | discuskopsyical attempts to
characterize the reader’'s comprehension process when reading a story.

2.2.1What is Suspense?

My work here views suspense as “the feeling of excitemeamnxiety that readers feel when

they are waiting for something to happen and are uncertain abagyrifecant outcome in
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their experience of unfolding events of a narrative.” Howevereriiff) aspects of suspense
are studied from a number of perspectives.

Vorderer (1996) describes suspense as a psychological phenomenoneakgottighree
dimensions—type of text, the user, and an individual’'s emotional procéss.fifst
dimension, type of text, suggests that the reader will experiartugher level of suspense
when reading text describing physical actions rather than wlashinge text describing a
character’'s thought and emotion. Vorderer hypothesizes that t@dséactor, the user,
affects the level of suspense that a text evokes based onhasiater-individual and intra-
individual factors. For example, different people will experiencieint levels of suspense
while reading the same text depending on their age, gender, drst@#on. Likewise, a
person may experience different suspense levels when readingntbesgay in different
locations or moods or with intentions. The last dimension, the receemosional process,
influences the experience of suspense based on the reader’s attiamteptance towards
the experience itself. By this, Vorderer means that a readeld not feel suspense if her
emotional preferences for the outcome of the story precluded negsilispense-laden
consequences. More specifically, a reader will imagine a peefeutcome for a character
within a story that she identifies with; a reader in thaseswill hope for the realization of the
preferable outcome at the end of story. As a result, in a situation whereftéreepreutcome
looks unachievable, the reader feels suspense. Similarly, ther resals suspense in a
situation that benefits a character that the reader conflicts with.

Ortony, Clore, and Collins (1988) classify suspense as a spg@g of prospect-based
emotion, one which is evoked when an individual anticipates the occuokagents whose
outcome is uncertain. Their account of suspense involves hope and feamsmatperson
hopes his favorable consequence will be realized while he fears the occofrandesirable
consequences. The view of positioning suspense between hope and deherssupported
by other researchers. In her study of viewers’ responses to emmit, Alwitt (2002)
observes that the number of alternations between hope and feasllaaswhe range of
hope/fear intensities are related to the experience of susfgdreseiew of suspense as an

alternation between hope and fear is also supported by the concaptiell of suspense in
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the context of consumption (Guidry, 2004). Guidry’s model, as illustrateFigure 2.1
defines suspense as “the overall arousal associated with thipanotic emotions of hope
and/or fear.” In the model, she identifies approach and/or avoidg@pcaisal as necessary
conditions for evoking suspense, and three parameters (i.e., degoeabability change,
frequency of probability changed, and anticipation time) that madeatpense, and the
consequences (i.e., satisfaction/disappointment, anguish/relief) wieenresolution is

presented to the consumers.
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Figure 2.1: A conceptual model of the antecedents and conseques of suspense (Guidry, 2004)

2.2.2 Antecedents of suspense
While theorists disagree on the exact definition of suspense,isherde agreement that the

following elements of narrative are necessary for a reamlezxperience the affect of
suspense:

1. Uncertainty about significant outcome. However, the inclusion of waingrtas an
antecedent for evoking suspense has been questioned by suspense thabges i
context of re-reading when the reader is certain about what thenzat(Carroll,
1996; Gerrig, 1996; Prieto-Pablos, 1998; Yanal, 1996). They explain this pdnadox
the fact that uncertainty is not limited to just outcomes, it idar to how the
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outcome is realized (Alwitt, 2002). However, the discussion of paradaxspésse is
beyond the scope of this work. | focus, instead, on the affect oésses@xperienced
by readers upon their first exposure to a narrative.
2. The intensity of suspense experienced by a reader heightehe teels disposition
toward protagonists or outcomes (Zillmann, 1991; Yanal, 1996; Guidry, 2004; Ortony,
Clore, and Collins, 1988)

3. Conflicting outcomes of an event (Alwitt, 2002)

4. Likelihood of undesirable outcome over preferred outcome (Brewer, 1996g Ger
and Bernardo 1994; Comisky and Bryant 1982; Carroll, 1984; Carroll, 1996;att Wi
1994; Zillmann, 1996).

5. Duration of harmful anticipation (de Wied, 1994)

6. Discrepancy in the knowledge between characters and viewensg(G®96;Wuss,
1996; Alwitt, 2002).

While suspense is a complicated phenomenon affected by various ,fanionsork
focuses on the class of suspense associated with the fourth elémekindod of undesirable
outcome over preferred outcomdore specifically, implicit in much of the work | present
here is the notion articulated by Gerrig and Bernardo (1994) in winéghview an audience
as problem-solvers. In their model of narrative comprehension, theyhegms that a
reader’s level of suspense is affected by the number of potsahidions for the dilemma
faced by the protagonist. Under this model, an audience willafe@éhcreased measure of
suspense as the number of options for the protagonist’s successful @(gicdetreases. To
confirm this hypothesis Gerrig and Bernardo performed sevenimgrgs with a group of
human subjects. Human subjects were provided different text veisianstory where a
protagonist is in danger and tries to escape. The various versidres sibty differed in the
number of solutions available to the protagonist. After reading #iesigbjects were asked
to rate their estimation of the likelihood of the protagonist'sjgsas well as their suspense
levels. The data from the experiments showed that the reagerserk high suspense when
the number of solutions decreased.
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2.2.3Suspense from Story Structure
Since suspense arises primarily in response to a reader leafriirgunfolding events of a

narrative, storytellers working with various media employ dfmedevices to create suspense,
manipulating the way elements of the medium present a seriegenfs to viewers. For
instance, Gerrig (1996) has investigated the film idioms usece#becthe affect of suspense.
From his interviews with directors, it is revealed that tbeate suspense by: a) letting the
audience know more than characters in the story and b) decreasingntber of solutions
available to a protagonist for a given problem. Directors aerahg filming of story
elements to manipulate the reader’s beliefs, generatingrmesp&n exemplar of this kind of
film technique is McGuffin (or MacGuffin), a term coined by &l Hitchcock. The term
McGuffin refers to a film trick where unimportant objects, faotscharacters are seemingly
highlighted by the selection and composition of shots, as a resudiLidence assumes these
objects must be somehow significant and their sense of fear, ses@ers confusion
increases in anticipation of that significance. For example,iedcase that is constantly
carried by a protagonist in a film would create curiosity (alibat base’s contents and
purpose) in an audience. In fact — as is revealed later inlrthe the case contains only a
journal written by a character, of which contents are unretatélatk story. Although the use
of a McGuffin is an extreme case, it indicates that some sssm=n be aroused not only by
the aspects of story’s content but also by the way that the story is shown.

Brewer (1996) explicates these phenomena in his structural-affect théesyeodel for
characterizing the mental state of those experiencing natratinve structural-affect theory
argues that affective states in a reader are provoked Ipattieular temporal ordering of the
events underlying a story world. According to his theory, suspeoskl be evoked by
presenting the events chronologically to the reader while thetafbf surprise and curiosity
could be caused by hiding a critical fact or event early instbey world and disclosing it
later in the text. The structural-affect theory as an effeanodel of a reader's emotional

response has been empirically supported by experimentation (Hoeken and Vliet, 2000)
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2.3 Computational Story Generation Models
This chapter discusses several computational models of story gemekralivide the current

story generation systems into two classes in terms of the preser#rofling aesthetic and
dramatic effects such as tragedy, surprise, suspense, flasfdyvaskadowing and so forth.
Traditional story generation systems are first reviewed, &ed models with dramatic

effects are briefed.

2.3.1Story Generation Systems

2.3.1.1UNIVERSE
Lebowitz (1985) presents UNIVERSE, a story plot generation reygtat uses a planning

technique to generate stories. The system begins when an author’s goatljisapdsreplaces
the author goal with a sequence of subgoals using plot fragmenthods in Figure 2.2, a
plot fragment contains goals, characters (i.e., binding variablgi&mning), constraints (i.e.,
constraints and preconditions), and ordered subgoals (i.e., subacti@msdbstract action)
which can be directly converted into text. He employs a simpl&sie planning algorithm
that picks a goal and decomposes it with a series of sub-goadsplst fragments. Finally,
the algorithm builds a story graph composed of concrete actions antethporal ordering

relationships.

PLOT FRAGMEMNT: Forced-Marriage

CHARACTERS: 7him ?Ther rhusband ?parent

CONSTRAINTS: (has-husband ?her) {the husband character}
{has-parent ?husband) {the parent character}
(<« (trait-wvalue ?parent '‘niceness) -5)
(female-adult 7her)
(male-adult ?him)

GOALS: (churn 7him 7her)

SUBGOALS: (do-threaten Tparent rher “forget it”) {threaten her}

(dump-lover ?her ?him)
(worry-about ?him)
(together * 7him)
feliminate ?parent)
(do-divorce 7hushand 7her)
({or (churn 7him 7her)
(together Pher 7Thim))

{have 7her dump ?him}

{have someone worry about ?him}

{get ?him involved with somecne else)
{get rid of ?parent}

{end the unhappy marriage}

{either keep churning or}

{try and get ?her and ?him together]

Figure 2.2: A UNIVERSE Plot Fragment
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2.3.1.2Interactive Storytelling
A research group lead by Cavazza (Cavazza, Charles, and Mead, B@€@ligs @t al., 2003)

has developed a prototype story generation system that builds anstdsyl modeling
interactions between autonomous agents. The behavior of autonomous agen&atede
using Hierarchical Task Network (HTN) planning techniques ankizeehin real-time as a
3D animation using the Unreal Tournament game engine. HTN planreseats a plan as
a collection of possible sub-tasks to achieve a higher level Bgadmploying total-order
HTN planning, their system is able to interleave planning anduéreg¢ providing a high
degree of responsiveness in the face of user interaction in the plan’s run-tinoamevit.

For each task in an HTN plan, the task is encoded with its precondittbpostconditions
and this information is used by the run-time manager to allovacteas to alter their current

plans according to dynamic situations.

| Forend o ol

Figure 2.3: A HTN plan and a replanned plan performed by a character in-Storytelling

As illustrated in Figure 2.3, the applicability of the currglain of the character is checked
relative to the current state before its execution and the pleithidrawn if the preconditions

of the action to be performed next are not satisfied. The capdbil#dapt plans enables the
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system to generate different storylines and endings in differrdtions. The system uses
the preconditions of a task conjoined with the preconditions of its suinradt check if the
task can be performed in a specific situation.

The approach used in the Interactive Storytelling project hasaddweitations, however.
First, the author’s role is limited in their system. The authesighs an HTN for each
character and is thus engaged in the construction of the charagat&s sub-goals, and
possible actions; anticipating a tellable narrative in their system invadues a “bottom-up”
approach based on character interactions. However, there isynto wpecify a director’s
view of the desired story or provide top-down input in the plan consmugirocess.
Although they show that it is feasible to generate dramatic tension from awtos@ctors in
a small setting, in a larger setting such as a theme parkmall city users may need to wait
a fair amount of time to see dramatic events happen (a&alkiife), potentially decreasing
the overall narrative nature of the user experience. Furtheryplee of user interaction
allowed in their systems is constrained to simple actions suamogmg objects from one
point to another. Finally, since they employ forward-chaining planmging their system
the benefit of real-time interleaved planning, the plans gemehate HTN technique can be
redundant or non-optimal unless all the possible combinations of termdtiahs are

fabricated into separate plans beforehand.

2.3.1.3Facade
Mateas and Stern (2003) have developed Facade, a system thas sheauser as a guest

character in interactive drama set at a dinner party. Bhtaiy generation mechanism adopts
a hybrid approach between script-based and dynamic story generabignuidts, or beat,
along with its preconditions and effects, are encoded by a human aottiat & series of
beats for a specific situation can be automatically selegte¢ddebsystem. The combinations
of beats form a complex story graph, which leads to dynamic ef@rgtion. As a result, the
story that the user experiences is likely to be a compketersal from a starting beat of the
graph to an ending beat. When the current beat is chosen, a dramarnsafes relevant

behaviors that the behavior-based autonomous agents perform.
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Kelso et al. (1993) suggest that strong characters, effedsthedic presentation and a
long-term dramatic structure are requirements for interachiama. They also propose the
use of a plot graph for guiding a dynamic story. They claim that a user'stilraxperience
is guaranteed if the user traverses from a beginning node to a final node of agoivgich
carefully designed by an author. Secondly, they claim that amadtde’s dramatic
experience can effectively be managed by monitoring the usé&tgction with the system
and controlling the pace of her experience by using hints or obstacles ensediggs of the
plot graph. To confirm their assumptions, they performed two live experiments myoéal
(amateur) actors, a director and interactors. From the thsisconclude that, unlike they
asserted in their assumptions, a character’s inconsistent beldaess not interfere with the
interactor’'s dramatic experience. The interactors are inmgders the story and remain so
even when the characters in the story sometimes act incongistaoth the result of these
experiments, they designed the Oz system architecture composeddraima manager,
presentation models (i.e., text or animation), characters, andittualj physical world they
inhabit. However, since the Oz project targets interactors rdttsr an audience, its
dramatic quality is not properly compared to a good play or a good #tsrthe authors
indicated, observers generally commented that the experimentsbaeng and felt like
nothing happened for a specific period time while the interaceperted that they felt
absolutely engaged in the play, commenting that many of the gxtioments in the
experience caused them to feel emotions similar to those thegldii a real-world
dangerous situation. Thus, their loose story structure and presentationotidiésvith my

system.

2.3.1.4Fabulist
The approaches to automated story generation can be classified of e categories:

autonomous agent approaches and author-centric approaches. The autonomogh, approa
involving the creation of a story by a process of interaction @tastonomous agents, has

a relatively long history, dating back to the 1970's (Meehan, 1976).appbecach uses
several agents acting as characters in the story, eaah gpeeific goals to achieve. These

agents generate plans for their goals and execute the plans. Theagésaitthis approach
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are that a) the process is fairly simple because thensgsgeb is to distribute goals to each
individual agent and b) the process is likely to generate beliegadies, since each agent
plans its own actions in order to achieve its own goals. Howeve less likely that the
generated story would be interesting without a story marthgers in charge of creating
dramatic situation such as posing a global goal that needs thbocatlan between the
agents or arranging goals for agents that conflict each d@methe other hand, the author-
centric approach provides plot coherency, since a global planning piecsesl to construct
the actions of all characters in a story over the story’seentiration. In this approach,
however, it is difficult to ensure that each character aaisrding to its own internal nature,

since actions are prescribed by a central planning system.

{intends Vil (controls Vil Prez))

Frame of commitment for Villain with goal y
(controls Vil Prez) 1

(intends H (has Vil $))
Frame of commitment for
Hero with goal (has Vil )

Domain level
(hasHS) ° ;
fintends Vil _..) Give (H, Vil §) i : . {
Init | _ j e (nas Vil$) | {corrupt Prez)| Goal [
(afraid-of HVil) | Bribe Vi, Prez, §) f" !

| Coerce (MilLH, (hasVil8)) = = EEEEICTCTTPTRTRrrrrt)

Figure 2.4: A partial IPOCL plan with interrelated frames of commitment (Ried|, 2004)

To address the problem, Riedl and Young (Riedl, 2004; Riedl and Young, 2004) have
developed Fabulist, a story generation system using an Intent-drawgial-Order Causal
Link planner (IPOCL). Fabulist plans a storyline with a givemysgoal describing a subset
of character goals. While planning, it inserts actions into theiplaervice of the story goals,
but assigns specific characters as the agents of the actibntisFden checks if each action
is consistent with the assigned character’s intentions. If théssystem continues standard
planning. Otherwise, it creates a new intention to explain thadeamperforming the action,
then plans a series of actions for the agent to achieve tm¢ionteln this manner, Fabulist

can maintain the balance between plot coherency and character belvabilit
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2.3.1.5U-DIRECTOR
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Figure 2.5: U-DIRECTOR Architecture

Mott (2006) presents U-DIRECTOR (Figure 2.5), a complete systamnguides the user
toward a better learning performance in 3D interactive naeramnvironment. In his system,
a tutorial planning space that specifies the learning goafsgsisgenerated by a HTN
(hierarchical task network) planning technique. Then, the same algasitheed to produce
a plot graph which serves as a blueprint for the non-player chegaotd the objects in the
environment shall act upon it. When a learning goal in the tutorial planning spaceeis,@os
series of events unfold in accordance with the selected leagoizg To assist the user to
achieve the given learning goal, U-DIRECTOR provides her directammac¢ e.g., hint. For
instance, a character can give information advantageous to th@uadamp in a room can
flicker to draw attention from the user. The director actioesslected to maximize the
narrative utility that rates the user’s overall experience inarrative-centered learning

environment using a dynamic decision network (DDN). In his systenDb¢ extends a
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Bayesian network in a way to provide utility-based decision ma&imd) timely changed
attribute modeling. U-DIRECTR has been experimentally approvedhbaitsers guided by
the system have completed a given mission with a smaller numlbseofctions than the

users without its guidance.

2.3.2Story Generation Systems with Dramatic Effects
In my work, | assume that the quality of a narrative experieanebe directly enhanced by a

system that takes the reader’s response to the experien@edownt during its generation.
While narrative theories presuppose the existence of a narf@tesman, 1978), the
cognitive role of a reader’s participation in the generation arfydtas been ignored by the
most story generation systems. The following sections brielligtiate a number of
approaches that focus upon the reader in story generation and presentation.

2.3.2.1DEFACTO
Sgouros (1999) presents a rule-based approach to construct a plot acimoodingepts first

described by Aristotle. In Sgouros’ approach, the user plays thefraeprotagonist in a
story, and a plot manager builds a plot so that the user can exgedeamatic situations
such as an initial situation, a climax, a conflict and a resolution.

The plot manager (Figure 2.6) begins story construction when etvescinitial plot
conditions specifying characters, their goals, roles, and motivatems the relations
between the characters. The processing done by the plot masagemposed of three
phases: generation, evaluation, and resolution. In the generation phase, theanager
constructs possible sequences of actions for each charactemteie his or her goal and
roles. In the evaluation stage, it determines whether eaies sfractions is among the four
dramatic situations of lifeline, rising-complication, reversafesfune, and irony. The
system then selects a dramatic situation that gives the gseater degree of participation as
the next plot element. These phases of generation and evaluationsegpgzantially until no
new interesting interactions are found. Finally, the resolution pheteemines the outcome
of each action, success or failure. Sgouros’ research proposesenisier view to story

generation. Particularly, his evaluation phase conforms to the obeas/hy the Oz project
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team (Kelso et al.,, 1993), reports that a user is stronglygedgavhen she actively

participates in the story even when the audience observing tlom awight feel bored.

However, Sgouros’ evaluation mechanism has the following two lionit First, its

absence of the user model confines the application of the systecase af a story in which

the user acts as a protagonist. Accordingly, it is not clearthe system might be adapted to

work in multi-player environments

or in interactive drama whereutieg takes a position as

a viewer. Sgouros also mentions that his plot manager can gesesgense by twisting the

outcome, yet the details involved in maintaining the plausibility of the stonycgrovided.

Ruole Initial Pho
Descriptions Conditions /.

—i

Ceneration

Passible Character Lnterveniions

Dramatic
Silations

Evaluation

Hierarchy of
Characier
Motives

Ratcd Character Imlerventions

Dramatically interesting
interaciion fouwnd?
Yau

T

Resolurion

Resolution
Critenia

Figure 2.6: DEFACTO: Plot Manager Architecture
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2.3.2.2Story Generation Model by Bailey
Bailey (1999) suggests an approach to generating stories consiteredting by the reader

that involves accessing the reader’'s knowledge-base. His sfaitems a cycle composed
of the following four stages. First, it generates candidateshiomext story segment by
manipulation (i.e., generalization, specialization, detachment, join) lafowledge base.
Second, the effect of each candidate story unit is calculatedrnsydering the story-so-far,
and the reader’s expectations and questions. Third, a segment gesulirgood pattern of
guestion and expectation based on a storiness heuristics ie@elerst, the selected story
unit is picked as the next story segment, and the reader’s magklated accordingly. This
research significant especially since it exploits the egéadrole in story generation.
Unfortunately, Bailey does not suggest a solution to the formalizatiohis storiness

heuristics; as a result, the plausibility of this approach is difficult toegaug

2.3.2.3Moe
In an interactive narrative system where the user partisigggea character in the story,

choices made by the user influence the story development. To provdesér with an
effective experience while she interacts with a virtualysteorld that the Oz system (Kelso
et al., 1993) presents, Weyhrauch (1997) develops the Moe architectuch, wdws the
interaction between the user and the system as a form of arsadesearch. Moe consists
of two main components: an evaluation function and an adversarial seaogdsgrThe
evaluation function rates the quality of a sequence of user movesigehm the course of
her experiencing the story world. The result of his experimeots that the evaluation
function correctly approximates two human experts’ aesthetic dwaluan a user’s
experience. In addition, the article shows the effectiveness ahtdw searching method
from the result of the experiments with simulated users whieh p@arameterized by
confirmation to the system’s guidance. And yet, the universal apphcaf the shallow
searching method is questionable. Nelson and Mateas (2005) reponethébe system has
little impact on improving the user's experience in an interacworld based on an
interactive mystery fictio\nchorheadIn the article, they ascribed the dissatisfactory result

to the sallow searching method that the Moe architecture employs.
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2.3.2.4TWISTER

avert story
] episodes
locate pringipal
character
climax gloss principal
character

(| locate climax
i glosses for overt story l
1 |

re-explain climax

new gloss for climax

reason backwards in order to
re-explain earlier episodes

glosses for concealed story

generate episodes from glosses

[ concealed story episodes

generate twist

resolve conflicts

between concealed phase from
8 overt episodes concealed story
episodes

revised overt twist phase
episodes agpisodes

assemble episodes

[ episodes for overall story \

render into English

Figure 2.7: TWISTER architecture. Ellipses denote inference prosses and boxes
represent data produced by inferences processes.

As a theoretical model of affective storytelling, Plattgrigiford, and Huyck (2002) describe
a reasoning-based approach that produces a twisted story. As shBignri 2.7, when a
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seed story is given as input, their approach first divides theistorgpisodes and identifies
its climax. By the multiple application of backward reasoninghi® climax, the system
generates two distinct versions of the seed story, an overtsstdrgt concealed story. Then,
a twist phase is created by reasoning forward from theaglepisode of the concealed story
that explains the transition from the overt story to concealeg. dtorally, the overt story
and twist phase episodes are assembled into a complete dinal Bbsing a twisted story
generating process as synthesizing two different stonias share a climax, their study
identifies essential processes for twisted story generationetowthose processes are only
partially specified, and their implementation is under developmena result, it is difficult

to measure the effectiveness of their approach.

2.3.2.5MINSTREL
MINSTREL (Turner, 1994), a cased-based approach to modeling hureativity, is

probably the most comparable system to Suspenser. The systertiypadmats a transform-

recall-adapt method as illustrated in Figure 2.8.

Episodic Domain Assessments
Memory Boredom Assessment
I |
¥ +
Problem Transform o Adapt i
—i  Oftoinal aginative Past ss )
Specification Prolg);em 1 Memory w Sol:s;ions ™ Solutions [ Solution

TRAM:Standard-Problem-Solving
& Other TRAMs

Active TRAM

Figure 2.8: MINSTREL’s Process Model of Creativity (Turner, 1994)
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On receiving a problem specification as input, MINSTREL retrievesase from its
memory that is similar to the problem. If the case is identical to the prptllemthe original
solution is used. If the case is different form the input problemotlggnal solution is
modified to overcome this difference. Finally, the validity of sodution is checked by the
assessing module.

As an end-to-end system, MINSTREL extensively attempts to solmember of story-
generation related issues such as themes, coherency, chaatioteritagedy, suspense,
foreshadowing and so forth. In MINSTREL suspenseful effect etedeby description and
fabulalevel event generation, relying on the psychological evidence thdéns feel more
suspense when they strongly care the character and when the giresenit a significant
outcome is prolonged. For the readers to induce sympathy for thactrarthe system
details the character's fear emotion. To postpone the story respltlie system inserts the
scenes of character’s making a plan and its failure into imgqtharacter-level goal related
or story-theme related) events. A story targeting the tefifiesuspense in the reader produced

by MINSTREL using techniques described above is illustrated in Figure 2.9.

Once upon a time, there was a hermit named Bebe and a knight nadned Qee
day, Cedric was wounded when he was attacked by a dragon. Bebaawho the
woods picking berries, healed Cedric. Cedric was grateful and voweeturn the
favor.

Later, Bebe believed that he would die because he saw a dragom toovamds him
and believed it would eat him. Bebe was very scared. Bebe drieth taway but failed!

Figure 2.9: A story example created by MINSTREL for suspense

2.4 The position of my thesis with this research
As outlined above, traditional story generation systems have corteéntna the thematic

and coherent aspects of interactive narrative. Although some ofsistsens have correctly
recognized the aesthetic properties of stories as substantitheefbrgh quality of narrative

appreciated by story consumers, it has been recognized asifecangly challenging task,
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some even suggesting that the task is not amenable to fornoalizaiihin computer
programs.

On the other hand, a number of Al researchers have specificalbewtrated on the
computational properties of dramatic effects and interestingnassrative. Their attempts
are in line with the observation from several story excerptSdhank (1979), claming that
literary interestingness is generally accompanied with unésgeevents or personal
relatedness. However, their approaches to interesting storiesftare limited by their
simplified user models that regard the user’s literary apdren as a combination of several
factors. As a result, those approaches elaborate on maximizingténheed story aspects,
rather than estimating the user’s apprehending process.

In the meantime, the need of the user model in narrative gemehas been affirmed by
narrative theorists, psychologist, and cognitive scientists.oBri{l983) points out that
engaging the reader in narrative needs more than the task gtiagahe story structure;
indeed, it requires the access to the reader’'s complicatexhiegprocess such as predicting
a character’s actions in the story. Psychological researchlé@asndicated that the role of
the reader and his process of comprehension while reading aré tetiteaenjoyment of his
experiencing narrative; therefore, the reader’s role shall bpassive but active in the story
generation process.

To bridge this gap between the restricted role of a reader irputational story
generation systems and the need of the reader’s active roleating a story—I present a
computational model that creates a suspenseful story strugtumeotieling the reader’s

planning-related reasoning process using a planning technique.
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Chapter 3

A Suspense Story Generation Model

3.1 A Tripartite Model of Story Generation

A recent trend in the story generation research community has shown gnotenegts in the
tasks involved in the creation of tlsguzhet Szilas (2001) presents a storytelling system
architecture that incorporates a narrating agent whichsfidkeseries of tellable events that
shapes the overall story satisfying various constraints suabnasiency, conflict, surprise,
and impressiveness. Lonneker (2005) uses narrative frames—dataregwontaining facts
and relations about narratives—to construct embedded narratives whiele narstory
embedded within another story. Montfort (2006) implements a mechdhanmecounts a
story by altering the order in which events are presentedp@@tional linguists have also
proposed the need for an intermediate layer in story generation that is ia chaggration.

| present a three-stage pipelined architecture for story gemweest shown in Figure 3.1.
The first element is thabula creator that receives a story request containing the iaril
goal states of the story world and the operators availablddéoadtions in the story world
domain. Then, it producesfabula structured as a partial-order plan that achieves the set of
story-world goals in a given planning domain. Additional information, sisde act-type of
each action is represented as needed. The specific actifgpmation in the current system
is described in Section 3.2.2.1. The story-world plan is sent as inf& s@¢ond component
in the pipeline, Suspenser, which plays a role assfinehetgenerator. Given three input

30



elements — thdabula a desired suspense level and a given point X in the story plan —
Suspenser determines the content of the story discourse conveysigrihep to point X
intended to create the specified level of suspense in therragadoint X. Finally, the output

from Suspenser (thguzhe} is provided to the discourse generator for media realization.

story fabula sjuzhet - .
request —>| Fabula Generator |—>| Suspenser |—>| Discourse Generator |[— Mmedia

Figure 3.1: A tripartite suspense story generation model

The unidirectional interaction between tlfeula and sjuzhetlevels of this model
assumes that th&abula layer creates an idedébula for suspense. An iterative process
involving collaboration between the components allowing the integratiorvadgbus
additional suspense devices shall be considered in the future work.fdd#ses extension of
the current architecture to address this iterative process are describetian S4.

Each component of this model is outlined in the subsequent sections.

3.1.1The Fabula Creator
Thefabulathat is sent to Suspenser is represented as a plan dataretouetited in response

to a story request specifying the initial and goal statedbeftory world and the operators
available for the actions in the story world domain. To genetadabula plan, | use
Crossbow—a C# implementation of the hierarchical, partial-orderatdus planner
Longbow (Young et al.,, 1994; Young and Moore, 1994). The plan structure used by
Crossbow is similar to those used in partial-order, causalMakl{erty and Weld, 1992) and
HTN-style planning systems (McAllester and Rosenblitt, 1991lai structure used in my

approach is defined below.

Definition 3.1: Fabula. A fabulaF is a tuple<S, B, O, C, D>whereSiis a
series of plan step8® is a set of binding constraints, O is temporal ordering
information,C is a list of causal links, arid is a list of decompositional links.

Sis represented assx 9, ..., $> Wheres is an instantiation of a plan operator
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contained in a plan library. A plan operatqris a tuple<N, P, E> whereN is

a unique stringP is a set of preconditions representing just those conditions
that must hold foop to be able to happen, akdis a set of effects denoting
just those conditions that changed by the action’s successfaltexe A
causal link is represented a&s-& 5, €), meaning, plan step establisheg, a
precondition of a subsequent sgpA decompositional link is shown &as §;,

S, ..., ), meaning, an abstract plan stgejps decomposed into sub-actions
S1,%, ..., % Temporal ordering information is denoted as<(s) wheres
precedes. A binding constraint is denoted as;<p, c)>, where a plan step

s binds constant for the step’s parametpr

Each step in the plan is an instantiation of a plan operator. The bintbngpation for its
variables and its causal links and temporal constraints relateithdo actions are stored as

separate sets in the plan.

(has Dad toy)

| Put (Dad, toy, under-tree) I—»(at toy under-tree)
\A(has Dad ring) (at Ben tree)

| Find (Ben, toy, under-tree) |—>(has Ben toy)

(has Dad ring)

| Trade (Dad, ring, toy)
(poor Dad) —(at Ben tree)

40> W0
ITn—2—T

Move (Ben, tree)

Figure 3.2: An examplefabula as a plan structure

The plan representation in Figure 3.2 illustratdabala of a father getting a toy for his
seven-year old son Ben as a Christmas gift (an example ddhwirl use later in the
evaluation sections). In the diagram, time proceeds roughly fromethdo the right.
Rectangles represent actions, with each action’s preconditionsestech above its
rectangle. An arrow between two actions indicates a causdbredhip that holds between
the two, meaning that the action at the starting point of ttesvagstablishes a precondition
for the action at the arrow’s end point. Given an initial state (i.e., the fatheor and he has

a valuable ring), the plan in Figure 3.2 is constructed to achieyotidi.e., Ben’s having a
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toy). The plan can roughly be described in text as: “A pabefaraded his wedding ring for
the toy that his son Ben wants to have. He then put the toy undeCtirestmas tree. The
next day Ben walked to the tree and found the toy that his father left.”

To find a plan for a given planning problem, Crossbow usdmement search
(Kambhampati et al., 1995). Refinement search views the planning pescesarch through
a directed acyclic graph composed of nodes representing plans. Tmodeobdf the graph
consists of an empty plan containing only the initial state anddhestate of the planning
problem; leaf nodes are either complete plans without flaws os pleth flaws that cannot
be repaired due to inconsistency in the plan; internal nodes dral pdans with some
number of flaws. A flaw in Crossbow is either a precondition ofeg $hat has not been
established by a prior step in the plan, a causal link that istémed (i.e., undone) by the
effect of some other step in the plan or an abstract stemeleds to be decomposed into
more primitive plan steps. In the graph, a parent node and its children a refinement
relationship, represented graphically here as an arc from thatga each of the children.
Each child node is a refinement of its parent node; that ishittediffers from the parent in
that the child has been altered to repair a single flaw in tfrenpplan. When the repaired
flaw is an open precondition, a causal link is added in the child plandithier an existing
step in the plan or an instantiated operator in the plan libraty that the source action
contributing the new causal link has an effect that can be uniftective open precondition
of the second step. When the repaired flaw is a threatened tialusaither a temporal
ordering (i.e., either demotion or promotion) is added to resolve hiteatt or binding
constraints are added to variables involved in the threat to elinthmatonflict between the
steps and causal links involved. If the repaired flaw is an @bdtap, then the step is
decomposed in the child plan into a series of more-primitive plgs ste encoded in a
decomposition schema. This refinement search process continuesthetiltefinds all the
complete plans for the given planning problem or the number of ssaesiceeds a resource

bound that represents the reader’s cognitive limit.
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3.1.2Suspenser
Suspenser determines content selection for suspense sjuthetlayer that is consistent

with the views by several narratologists. According to Bal (1@8%l Toolan (2001), the
experience of suspense in the reader arises from the discyepfaknowledge between the
reader and the characters of a story. In their view, the storytelleeg¢ponding to thsjuzhet

level component in my system) selects specific events and dedsrtheir narrative time for
presentation specifically in order to create this knowledge digcogp which in turn gives

rise to the experience of suspense in the reader.

Definition 3.2: Sjuzhet. A sjuzhetZ is a tuple<F, S> whereF is afabula and
Sis a subset of the plan stepsFoto be presented to the usg&ruses the

ordering information ofF.

Suspenser receives a story plan sent fronfahela generator, and it constructs a story
structure ¢juzhe)l. Suspenser is composed of three components: the skeleton builder, the
suspense creator, and the reader model. Using quantitative atdtigreainetrics described
in Section 3.2.2.1, the skeleton builder identifies kernels (Barthes, 1978n&hHa 978) in
the story — important events in a story that cannot be elindinaitbout harming the story.
The reader model takes the sequence of kernels selected bieleton builder and checks
them for coherency. If the sequence does not satisfy coherencyeneguis, supplementary
story elements are added to the skeleton. The sequence is thehtpabe suspense creator
that uses a model of the reader's comprehension process to pvhdibt story elements
from the sjuzhetcan serve to contribute to manipulate suspense. The selected akent
added to the story skeleton to generate a story structure. Theststontyire is given as input

to the discourse generator for the actual text to be presented.

3.1.3The Discourse Generator
Upon receiving the story structure from Suspenser, the discoursetgempeoaluces surface

structure, i.e., text. The current discourse generator uses aaterbpsed approach which

maps a plan structure into a text. As the surface realizatiorponent, FUF and SURGE
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(Elhadad and Robin, 1996) can be used. FUF is an extension of the functidicatiani

formalism, and SURGE, written in FUF, is a grammar usedefdr generation in English.
The discourse generator first creates a functional desc(fiPgrfrom each plan of the input
story structure. Then SURGE creates English text fromFDe However, | believe that
employing a complex discourse generator (Callaway and L.€¥@2) which takes into
account various discourse level problems (e.g., word choice, pronomioaljzatd rhetoric

structure) would generate a qualitatively good text.

3.1.4Underlying Assumptions and Limitations
In this work, there are a number of specific assumptions thaké nvhich serve to focus the

context of the research but also constrain its scope. hésethere as a framing context for

the details provided in the following section.

* First, | assume in the work described here that the undefigimdas| deal with all
contain conflict. For example, characters’ individual goals bepegations of each
others’, or the plans formed by characters to achieve thels guay interfere with
the plans of other characters. While other dramatic devices suttte alelaying of
resolution are also useful in creating suspense, | focus here omseisipat arises as
a result of users’ consideration of these conflicts and their qguoasee on the
protagonist’s goals.

» This work focuses on the modeling of suspense that is experiended tgader, not
model the suspense felt by characters in the story.

» | focus on plot-suspense (e.g., suspense that arises from plot devalogatiesr than
action-suspense (e.g., suspense that is created from action scenes sacltlagse)c

* | use a simplified model of the quantitative nature of the levetsigpense. That is,
suspense levels are discretized into two extremes: high and litwwugh discourse
is important for the effective presentation of a story for the reader, tlesidsat arise
in creating text from a given story structure are not directly disdussthis paper.

» This work focuses on non-interactive narrative environments. Howeegpeict that

the extension of my model to interactive environments would be feabiple
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expanding the replanning techniques (Riedl, Saretto, and Young, 2003; &fairis
Young, 2005).

* While there are a range of means that authors may use te arehmanipulate the
sense of suspense in readers (e.g., by retarding the resolusitmny, focusing on the
passage of time approaching critical deadlines, detailing thiagunist to arouse
sympathy from the reader, or manipulating the reader’s st&ieoofledge relative to
the protagonist), this research only concerns creating suspemsanyulating the

number of solutions perceived by the reader.

3.2 The Suspenser Architecture
This section describes the Suspenser architecture as illdsinatégure 3.3. The system

takes three elements as inputabula a desired suspense level (i.e., either high-suspense or
low-suspense), and a given poinh the story plan that corresponds to the point where the
reader’s suspense is measured. Then Suspenser determisjeghbgthe content to be used

to convey the story up tato a reader.

The three main components of Suspenser are: the skeleton builder,piessusreator,
and the reader model. The skeleton builder selects important ewento@astructs it as a
partial plan, the skeleton of the story, based on the user’s needs anddgmwihe skeleton
is then passed to the suspense creator to produce the story stroicitgate suspense for the
reader. The reader model provides the individual’'s mental representatthe coherency
evaluator of the skeleton builder and the suspense measurer of the suspense creato

More details on each component are explained in the following sectiolscuss the
reader model first because the model is used by both the skbielder and the suspense

creator.
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Figure 3.3: The Suspenser Architecture

3.2.1The Reader Model

The reader model of Suspenser represents the individual's reasdgarghm, reasoning
capacity, knowledge, and preference. For simulating the human seeeEsbning process in
this paper, Crossbow—a C# implementation of the hierarchical partiaf- causal link
planner Longbow (Young et al., 1994; Young and Moore, 1994) is used. As a form of
reasoning limit, an integer is used to constrain the number of rmtbessearched during the
planning process. To represent the reader’s knowledge, a set dbopesalefined as a plan
library. Each operator has a uniqgue name, a set of preconditionsffants, and a set of
variables that are instantiated in the planning process. Prefestemes the reader’s heuristic
function for planning process, and the reader's needs such as magthat control the
content selection processes or a preferable story length.

The following sections discuss the knowledge representation, the sstacgure, and

reasoning algorithm employed in my reader model.
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3.2.1.1Plan Schema as Cognitive Structures of Narrative Gaprehension
A large number of attempts have been made to understand the comuelpeosess of

a story reader. Emmott (1997) focuses on the role of a read&tences grounded in the
context provided by the story. She describes the contextual frasmmposed of the
information about the subject, location, and time attached to an evendl us&s this
description to explain a number of phenomena related to narrativpreloemsion (e.g.,
pronoun reference). She defines four major types of knowledge reptesefva making
sense of narrative: general knowledge representation, text dehéaxa specific knowledge,
and text specific stylistic knowledge. Her theory acknowledgat modeling the reader’s
understanding mechanism is essential in the process of story generation.

Among a number of theories explaining the cognitive process of storgrebension,
the resonance model and the constructionist model are commonly adogp®ethologists.
The resonance model explains the unconscious process of story understaraings
anaphora resolution or the process of uploading concepts activatecebtyreead text into
short-term memory. When the resonance model fails to resonatessagy concept needed
in order to understand some segment of text, explicit or consciassniag on the part of
the reader is triggered. This reasoning is directed at findiagirtfformation needed to
comprehend the text. This conscious process is explained by theucbaostst model
(Graesser and Wiemer-Hastings, 1999). The reasoning process nedplay the
constructionist model involves the reader’s attempt to maintailcdherency of the story.
Graesser et al. (2002) suggest five dimensions (protagonist, terhporcdusality,
motivation, spatiality) of coherence that the reader is condemith during reading. If the
coherency in any of those dimensions is broken, e.g., if the readsmio information about
one of these dimensions in the current text, then explicit reassnaggin triggered (with a
corresponding increase in reading time).

Unlike other genres which need little participation from their resadeading suspense
fiction requires high cognitive elaboration that involves predictiveremiee (Tan and
Diteweg, 1996). Yanal (1998) claims that the author intentionallyepite obvious gaps to

the reader, as well as information that the reader can usk tteefigap. He proposes that
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readers use schemas or templates to represent knowledge. Aasehgbal semantic
framework representing various aspects of reality and guidirngpgon and comprehension

of these (or related) asped®rince, 2003), can be obtained from the reader’s experiences
(event schema) or from knowledge provided in the story (story schéfaay researchers
support the use of plan schema to represent reader knowledge iivearcamprehension
(Brewer and Lichtenstein, 1981).

Concept 4.1 (Schema)A global semantic framework representing various
aspects of reality and guiding perception and comprehension of these (or
related) aspectgPrince, 2003).

To represent the knowledge of the reader in my system, agleincdchema is defined as
aplan library in my approach. Each operator in a plan library, as shown in Figyreas 4ts
unique name, a set of preconditions and effects, and a set of \arihbke shall be
instantiated in the planning process. The preconditions of an acgonan instantiated
operator) represent just those conditions that must hold for the &athon able to happen

while the set of effects denotes just those conditions that chantle faction’s successful

execution.
Component o
Example Operator Components Textual Description
Type
Name trade

Parameters | ?agentl, ?agent2, ?objectl, ?0bjg

Preconditions | (has ?agentl ?objectl) ?agentl has ?objectl
(has ?agent2 ?object2) ?agent2 has ?object2
Effects (has ?agentl ?object2) ?agentl has ?object2
(has ?agent2 ?objectl) ?agent2 has ?objectl

-(has ?agentl ?objectl) ?agentl does not have ?objectl

-(has ?agent2 ?object2) ?agent2 does not have ?object2

Figure 3.4: A sample set of plan schema
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3.2.1.2Plan structures as Cognitive Structures of Stories
Cognitive scientists have studied the cognitive structure thatnaan builds in reading a

story. Trabasso et al. (1985) suggest a causal network (FigureoB$5$tmg of nodes and
arcs to capture the reader’'s comprehending process. In theiorke@vnode expresses a
story event, and a direction arc denotes that the source node eaamtasssary condition
for the destination node event to occur. This means that the pair of eeemected by an
arc is causally related. A similar structure has been greglby Graesser et al. (1991) for
their question-answering model, QUEST, in the context of storfesr $tory graph contains
statement nodeand relational arcswhere a node indicates either an event or a goal. A
directional arc is annotated with labels indicating the relatipssbetween source and
destination nodes. The types of relation used in QUEST ar@iRe@ensequence, Implies,
Outcome, and Initiate. QUEST predicts candidate nodes that goakieanswers to queries
that fall in one of five categories of open-class questions—idwy, when, enablement, and

consequence.

Figure 3.5: A story representationas a causal network (Trabasso and Sperry, 1985)
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As an on-line conceptual model of a story built by its readegpé&hse uses a
decompositional partial-order causal link (DPOCL) plan struchatkis sent from th&abula
creator. As shown in the Figure 3.6, a story plan contains eventglh as their causal,
temporal, and hierarchical relationships. This information presentedgbgn structure will
adequately serve to construct a causal network of a story uslee work of Trabasso and
Sperry (1985). Christian and Young (2004) report preliminary results stiggest the
expressiveness of the DPOCL plan structure is comparable tdotlyegsaph in QUEST.
Figure 3.6 shows that 4 out of the 6 arc types used in QUEST apecato DPOCL plan

structure components.

Arc Type Description (A = B) DPOCL Plan Structure Equivalent
Actions have effects, which are state changes. Events cannot
Consequence A causes or enables B
cause other events.
Tmplies A implies B. semi-logical reasoning Syllogistic reasoning is outside of scope, goal equivalency is
o P i = = handled through causal links from actions to goal states
B 1s a reason or motive for A Causal links, a basic plan components. embody reasons for
Reason . . .
B 1s a superordinate goal of A actions
Outcome B specifies whether or not the goal A is achieved In simple plan structures, goals are always achieved
Initiate A 1mtiates or triggers the goal in B Not covered (plans for future coverage)
Manner B specifies the manner in which A occurs Not covered (plans for future coverage)

Figure 3.6: QUEST arc type and its equivalence in DPOCL plan struare (Christian and
Young, 2004)

3.2.1.3Modeling the Reasoning Process
Suspenser uses Crossbow to model the reader’s plan-related regsooegses, modeling

the reader’s inference process and anticipation of the protagosustsess. Prior work has
provided strong evidence that human task reasoning is closelydratateartial-order
planning algorithms (Rattermann, 2001) and that refinement searchbfigampati et al.,
1995), the type of plan construction process performed by Crossbow, caedasusn
effective model of the plan reasoning process (Young, 1999).

In refinement searches (Kambhampati, 1995), the planning prigcassearch through
the plan space, which is represented as a directed acygic gfpartial plan nodes. In my
approach, the root node of the graph is a partial plan taken from tie¢oskblilder or the

suspense creator. The leaf nodes of the graph are either complete plans l&itisoot plans
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with flaws that cannot be repairable due to inconsistency in #e piternal nodes are
partial plans with flaws.

A flaw in Crossbow is either a precondition of some step thahdidseen established by
prior step in the plan, or a causal link that is threatened (i.e., undgrtbe effect of some
other step in the plan. In the graph, a child node is a refineméstparent node to repair a
single flaw in the parent plan. When the flaw is an open preconditi@ausal link is
established from either an existing step in the plan or an ir&htoperator in the plan
library which has an effect that can be unified with the gmdiion; in the second case, the
instantiated step is added to the parent plan. When the flaw igatethed causal link, a
temporal constraint (i.e., either demotion or promotion) to resolvahiteat is added or
binding constraints are added to separate the threat involved steps so that ns eoistictf
the flaw is an abstract step, then the step is decomposed aties @imitive plan steps as
encoded a decomposition schema. Figure 3.7 shows a plan space résuttiegpanding
partial plan #1 into three different complete plans (#4, #7, #9) by ngfiitaws in parent
nodes.

Figure 3.7: A plan space modeling the reader’s forwarding infence to find solutions
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3.2.2The Skeleton Builder

Suspenser’s primary task, selecting which story elementd,tcs tikely to result in some of
the story plan’s elements being excluded from the discourse dagctita story. As more
and more elements are excluded from the discourse, however, thangegafis in the plan
may make the underlyinfigbula difficult to identify. For example, a story without the events
of Cinderella losing her shoe and Cinderella meeting the princedwaatl be readily
identified as the well-known version of the Cinderella story.

fabula, suspense level, goal,
a point where suspense is measured

v

Skeleton Builder

Skeleton Generator

story skeleton candidate
importance values

- Rendor Mol -

+ Reasoning algorithm
Coherency Evaluator < Reasoning limit
Plan library
Preference
\/

story skeleton,
importance values

Figure 3.8: The skeleton builder component design

To maintain the identity of the input story, my approach uses technthae®xploit
results from narrative comprehension studies by cognitive psycktddgiidentify a subset
of the fullfabulaplan. This subset of the story elements is calledkbieton A partial plan
is constructed from the skeleton builder by first generatingndidate skeleton, then testing
the skeleton to ensure that its content is coherent, that is, tba ibe understood as an

integral story. The skeleton builder component design is presented in Figure 3.8.
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Concept 4.2: SkeletonA partial plan that specifies its plan steps as a set of
core story events that cannot be eliminated without harming the

understandability of a story

To generate a candidate skeleton, the skeleton generator—a gobenn of the
skeleton builder—takes plan as input from thkula creator and selects those actions that
have high causal connectivity (e.g., that have a large numbercoming and outgoing
causal links) and have an important role in the story (e.g.,patlsé establishes the goal
state). Once an initial candidate skeleton is generated, the cohexahgator tests to see if
the skeleton is coherent from the reader’s perspective using a model of & neladerelated
narrative comprehension process.

The subsequent sections explain the two subcomponent of the skeleton: hbdder
skeleton generator and the coherency evaluator respectively. Theefttian discusses the

problem of extracting a skeleton that distinguishes a story from others.

3.2.2.1The Skeleton Generator
Narrative theorists characterize elements of a storytlaardiernels or satellites (Barthes,

1975; Chatman, 1978Kernelsare those events in a story that are so important that they
cannot be excluded from the story’s telling without harming the 'stagherency and
identity; satellitesare less important events that enrich or elaborate upon the kamdetsn

be omitted without damaging the storyline. Similar distinctiongehlaeen also made by
computational linguists. Mann and Thompson (1988) describe Rhetoric Stritteory, a
model of discourse in which certain relationships exist betweeoutse segments in multi-

sentential text in a way that a set of satellites support the nucleus.

Concept 4.3: Kernel (Nucleus, Cardinal function)As opposed to satellites,
kernels are logically essential to the narrative action and cannot be
eliminated without destroying its causal-chronological cohere(feence,
2003).
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Concept 4.4: Satellite (Catalysis)A minor plot event. As opposed to kernels,
satellites are not logically essential to the narrative action, andr the
elimination does not destroy its causal-chronological coherence: rather than
constituting crucial nodes in the action, they fill in the narrative spac
between these nod@Rrince, 2003).

In my system, | define a kernel extractor component that theegmportance of each
event of the input story plan, identifies the most importaetents agernelsand labels the
rest assatellites The kernel generator rates the importance of each event basedethoa
devised by Trabasso et al. (1984) for extracting important actluatsare likely to be
included in the story recall. To determine an individual story eveanifgortance, their
approach counts the number of causal relationships with other stepetih@lays a role in.
Further, they measure each event’'s importance by analyginglé in the causal chains.
Causal chains are a series of actions in the story thataaisally related. Causal chains
contain actions that can be characterized as either opening ewulasiag events, or
continuing events. Opening events introduce characters and the aatingtiate the story.
Closing events determine whether the protagonists’ main goalsacmeved or not.
Continuing events causally connect opening events to the closing eversisquiences (or
causal chains) of one or more continuing events. In my approach, celasahships can be
approximated by counting the number of incoming and outgoing causahlisiep plays a
role in. The quantitative importance of an event is calculated using the numberabflioss
The qualitative importance is determined by its type. This apprt@octomputing the
guantitative significance of individual steps follows that definethan CPl model (Young,
1999) used to create concise instructional texts.

The skeleton generator approximates causal relationships by countimyrtieer of
incoming and outgoing causal links of a plan step and measuring thatqueiimportance
of events which are determined by their roles in the plan. | défiee important roles of
events in a story plan: an opening act, a closing act, and a matacteAn opening act is
the first action in the plan. A closing act is the last actiat occurs in the story. Motivated
acts are actions that establish a literal of the goal. Stafgply a simple linearization routine
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to thefabulato detect the opening act and the closing act in a plan. Afteputorg each
event's importance, the tdg events are selected. The value focan be set as either an
integer that has been specified by the system operator ao against the total number of
actions in the plan. From these chosen events the system buildstarska&lpartial plan that
specifies those events as its plan steps. Equation 1 shows how the importacheswtatis

calculated.

(kIn(a, p) +k;Init(a, p) +k,0ut(a, p) +k.cc(a, p))
DistEffec{a, p) (Ea. 1)

(wherek;,k;,k,,k, =0andk <k, k; <k;)

i1 jr Mo

w(a, p) =

Hereln(a, p) returns the number of incoming causal linkatooming from steps of the
planp other than the initial stefnit(a, p) returns the number of incoming causal linkato
from the plan’s initial step, an@ut(a, p)returns the number @&f's outgoing causal links,
cc(a, p)returns the causal chain valueaoin the plan, andistEffect(a, p)eturns a value
associated with the causal distance between theasied the goal step of the plarwhere
the causal distance refers to (the minimum number of causahaikscthat connect the plan
stepa and the goal step in the plgh All scaling factors in Eq. (1) are constrained to be real
numbers no less than 0.

In the formula, the causal chain value of an event (i@, p)returns) is determined by
the event’s causal chain type. Similar to the Trabasso’s celiaal categories, the kernel
extractor define five types of elements that can participatecausal chain: an opening act, a
closing act, a motivated act, a dead-end act and other. Openirageaatis first actions in the
story — those that connect propositions from the initial state to later eventsertth@losing
acts are the last actions that occur in the story; motivatedaee plan steps that are in causal
relationship with a precondition of the goal state; Dead-endaaetplan steps that have no
outgoing causal links; other is an annotation used for steps thattare any of the above
four categories. Important categories (i.e., opening acts, magvatts) are assigned high
integer values to give increased likelihood for those acts to hedextlin the skeleton. Less

important categories (i.e., dead-end, other) are assigned lowrinaige. The assigned
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values are determined empirically through informal experimentsuimmary, for a given
step in the story plan, the importance of an event is calculatdtebyumber of causal links
multiplied by a parameter determined by its causal chain type value.

With these information related to each event, the kernels ¢obrg are identified as
illustrated in Figure 3.9. In the figure, whBistEffect(a, pJs assumed to return 1 in Eq. (1),
the actions with relatively large number of causal links (ZeandE) or goal motivated
events (i.e.A andB) are identified as kernels. After computing each evemisortance
based on the above equation, the kopvents are identified as kernels. The valueNor
cannot be greater than the number of steps in the faputa Since choosing too large or
too small a value foN would result in an ineffective discourdé,shall be carefully tuned
through empirical analysis for a specific domain. Some factod) as the number of steps
or the degree of causality of a story, may influence the vVfalud. For example, a domain
where every step of a plan plays an important role in achievengttiny goal may require a
fair amount of steps to be understood as a coherent story, whichestiict N to be a
relatively large number. This issue is not addressed in thisthesiead, the value fof can
be set by the user as a desired story length, or it caalb@ated from a predefined ratio

against the total number of actions in the input story world.
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Figure 3.9: Identifying kernels in a story plan. An event is represard as a box. A causal link is
denoted as an arrow.

In Eq. (1) a normalization functioDistEffect(a, p)is incorporated in order to simulate
the psychological distance effeawhich says that an action in an episode is more readily

understood when it is nearer to the episode goal (Foss and Bower, Faf38).and Bower
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define the distance from an action to a goal as the number of asttensosed between
them in a subgoal hierarchy (a plan) constructed in the nfeaaénd, In Figure 3.10, the
distance between the actioembezzlemengnd the goalsteal moneyis estimated nearer

than that between the actidrgining, and the goal.

training

Figure 3.10: An example of a goal hierarchy (Foss and Bower, 1986)

In my system, the distance from an action to the goal is defis¢de minimum number
of causal links that relate an action to the goal in a plan. Whileus functions can be
designed foDistEffect(a, p) the psychological distance effecan be maintained when the

following condition is satisfied.

If Dist(a, p) < Dist(b, p), then DistEffec(a, p) < DistEffec(b, p)

(whereDist(x, p)is the causal distance from the actkao the goal of the plap)
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This condition requires the causal distance magnitude orderindiaf-goal pairs to be
retained inDistEffect(a, p)pair magnitudes, as well. For example, in Figure 3.9 the causal
distance between the actidnandgoal stepis 1, and the distance between the acboand
the goal is 2, which makes the distance of the a&tigoal pair nearer than that of the action
D-goal pair. Therefore, a function suitable foistEffect(a, pwould yield a value for tha-
goal pair smaller that that for tH2-goal pair.

The skeleton builder sends tNekernels and the importance value for each event in the
input story to the coherency evaluator to check if the skeletoohisrent based on a model

of the reader’s comprehension process.

3.2.2.2The Coherency Evaluator
Once an initial candidate skeleton is generated, the coherencptevaksts to see if the

skeleton is coherent from the reader's perspective using antlagowhich is a cycle
composed of two phases: coherency check and event selection. Thencghadreck step
uses the reasoning algorithm in the reader model built using omss$o find complete
plans which are consistent with the candidate skeleton to achiepeotgonist’'s goals. If
such a plan is found, the story skeleton is coherent and the programCekiswise, the
fabula event with the highest importance value is selected from thef svent excluded
from the initial skeleton and added to a new candidate skeleton. Themedinesive
coherency check phase begins again. Finally, the story skeletoheaimtportance rating for
each event of the inpfdbulaare passed to the suspense creator.

In the coherency check, the evaluator employs a user modelptesent the user’s
reasoning capacity (i.e., a reasoning algorithm, a reasorsogroe bound, knowledge and
preferences). To model a user’s plan-related reasoning, Cusssbow a version of the
Longbow planning system (Young et al., 1994) discussed in Section 3.2.1.3.

Figure 3.11 shows the iteration over the two phases of the cohetesaking algorithm.
In the coherency check phase, the framework employs the reasdgarghm in the user
model to find a complete plan to achieve the goal by settingubets of the skeleton as its
root node. If such a plan is found as one of the leaf node plans inatltegeglan space, the

story skeleton is coherent and the program exits. Otherwibegihs the second phase, in
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which an event excluded from the current skeleton with the highest tampervalue is
added to the skeleton. Then, these two phases iterate until a coptgtete found. Finally,

the coherent story skeleton is passed to the discourse generator to be realitzd. i

Input <G, F, PL, K, W> where

— G is the protagonist’s goal state.

- F=(SP, B, CL, O) where SP={ss, ..., §} wheres is a step, B={ b, ..., b}
whereb; is a tuple of g, p1, vi> whens U SP, which means that the plan step
s binds the parametey to a literalvy, CL={c1, ¢, ..., G} wherec; is a causal
link information represented as a tuple <¢s$ wheree is a condition, ang;
[0 SP ands, [J SP, which means that plan st®penables the preconditianof
S, O={ 04, Oy, ..., &, } Whereo; is a tuple of s 5> whens, LISP and5 LISP

— PLis the reader’s plan library

- K={s1, 9, ..., &} Wheres is a kernel and LI SP.

- W={iy, iy, ..., in} where | is a tuple of ssw;> whens ISP ands UK and w is
a real number representing the weighs of

1 |Initialization
* Set SK=<K, SB, SCL, SO> where SBx{l,, ..., b} whereb; is a tuple of s,
pi, vi> whens [ K andb; O B, SCL={q, ¢, ..., G} wherec; is a tuple of <e,
s, > whenc LCL ands; LI K ands; LI K, and SO={ @, 0, ..., 0, } whereo;
is a tuple of § 5> whens, K ands UK ando; UO.
» Set the satellite SL=SP-K

2 Find complete plans built up from the skeleton
2.1 Crosshow plans to find a set of solutions R starting from the rootwbié
represents the partial plan SK using PL for G.

o If the set R is not empty, returodherent and exit, otherwise

o If SLis empty, Returniticoherent and exit, otherwise

o Find atuple s, w> whenw; is the maximum value in W.

= AddstoK

Add all the binding constraints in B that containo SB
Add all the causal links in CL that contass$o SCL.
Add all the temporal constraints in O that contarie SO.
Removes from SL
Remove s, wi> from W.
Goto step 2.1

Figure 3.11: Coherency Checking Algorithm
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This skeleton builder model follows the principle of the CPI (cooperaplan
identification) architecture, a computational model that genecatesse textual descriptions
of plans developed by Young (1999). In the CPI architecture, speaketcandidate partial
plans by leaving out unnecessary information. A partial plan isacteaized as cooperative
if a hearer can reconstruct a complete plan from the giveralpplidn using her reasoning
processes. The skeleton builder and the CPI model are similart inatiaextract a partial
plan that enables the recipient to generate a complete plan. Howeveskeleton builder
differs from the CPI model in two ways. First, the skeleton buitd@siders the qualitative
importance of an event using the event type, which is not considerdga iCPI model.
Second, the CPI model requires the hearer's complete plan barsimnihe original plan
within a given threshold, which is not demanded by the skeleton builder. dilstisetions
are due to their different domains; the skeleton builder is foatinge that the reader enjoys;
the CPI model is for the generation of instructions for the usdollow to achieve her

specific goal.

3.2.2.3A Skeleton Distinguishing a Story from Others
The two previous sections discuss how the skeleton builder takefalmria and extracts

essential events from which the reader constructs afatmvia In this section, | extend the
skeleton builder to take multipfabulasand return a skeleton that is shared by some of those
fabulas

Up to this point, no constraints have been applied to the coniplaita that the reader
builds from the given skeleton. Thus, an extreme case could occur wieereedader
misunderstands thsjuzhetcreated fromfabula A as a very differenfabula, B or C.
Particularly, this may occur whel is not properly set, because the skeleton is extracted
from fabula A without considering the features which distinguish it from othkulas For
instance, the skeleton “A pretty girl was ill-treated by stepmother. She met a charming
prince. The prince proposed her to marry her. She agreed, anavdtenappily ever after”
does not provide enough information for readers to infer if ti@nderellaor Shrek It will

get even harder when tHabulas describe an original film and its sequels where a fair
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amount of thdabulas story world material, such as, characters, settings, and ecantge
shared.

This problem can be viewed in terms of the related problem wérgéng concise
communicative content. These approaches search for a minimalfeatuwes that allow the
subject to be uniquely identified. For example, imagine a situathere two people can see
a white dog, a black dog, and a black cat. It is enough forekept say “the cat” when she
refers to the black cat, or she may say “the white one” toifgpke white dog. But, she
wouldn’t say “the dog” when referring to the black dog, since #aduire is shared by the
white dog, which is not speaker’s intended subject.

Generating concise communicative content has been investigated noynlaer of
computational linguistics researchers (Appelt, 1985; Dale an@rR&®95; Young, 1999).
The well-known Maxim of Quantity, “Do not tell more than what isdezk” proposed by
Grice plays a significant role in this research. The @Bbgerative plan identification)
architecture by Young (1999) generates concise textual désesiptf desirable plans for
completing a user’s task by leaving out unnecessary informationvdtkeof Appelt (1985)
and Dale and Reiter (1995) produces an expression describing a gitangedfobjects that
will be identifiable by hearers.

For my purposes, the CPI approach provides a key benefit: while the ettieact just
the information that discriminate a target set from the otl@&P$ also provides information
that is essential for the target set because it servedtligonal purpose of enabling the
hearer to complete her task.

To examine those aspects of the CPI Architecture used in this thesis, céipider3.12,
which illustrates a plan space built with CPI. It solves the prolaf contacting a user in the
America Online (AOL) domain. Four different plans are availabléhe AOL domain—
entering a chat room where the person is connected (#6), sendamgadl (#9), sending an
instant message to pop up on the person’s screen (#11), and postisgpgerteoard that the
person regularly monitors (#13). Suppose preferred ways of communicatimg AOL are
assumed to be sending an email (#9) and sending an instant mgdsggdhen the task of

CPIl is to provide a user with just enough information to guide her tdraonhshese two
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successful plans. When too little information is provided, her plan spelceles undesirable
plans. For example, instructional texts based on the content ofl ptatia#4 will make all
four plans (#6, #9, #11, and #13) available to her although some of them aremd¢datOn
the other hand, too much information will cause her to exclude some goodtsogdtor
example, given partial plan #8, the hearer will construct only care (9). In this example,
partial plan #7 makes an ideal candidate since it correctly cenfiee options to the

successful plans.

Initial (empty)
1 plan

Plan with one abstract get-in-touch
2 gtep and single causal link

Plan with get-in-touch and
sign-on steps

Plans 5, 7 and 12 indicate
different expansicns of the
get-in-touch step (by chat room, by
sending a message and by posting a message) 4

Complete abstract plan
with two steps (get-in-touch and
sign-on)

instant
message

Figure 3.12: A Complete Plan Space for AOL Problem (Young, 1999)

Elements of the approach used by the CPI architecture areyreradsferable to solving
the problem of extracting a skeleton that identifies a stamy fthe rest. By replacing the
AOL domain with a story domain, the above example can demonstratprdbess of

extracting an identifying skeleton.
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Input <DF, UF, F, K, W, G, PL> where

— Aset of desirabléabulasDF ={F, -, ..., R} where Fis afabula

— Aset of undesirabl&abulasUF={F,, F,, ..., K} where F is afabula

— An inputfabula F=(SP, B, CL, O) where SP={ss, ..., §} wheres is a step, B={h
b,, ..., b} whereb; is a tuple of <, p1, vi> whens [ SP, which means that the plan
steps binds the parametgx to a literalv,, CL={c,, G, ..., G} whereg; is a causal link
information represented as a tuple sess wheree is a condition, and, [1 SP ands,
[J SP, which means that plan s®penables the preconditianof s,, O={ 0y, 0, ...,
O, } whereo; is a ordering constraint represented as a tupleaf><whens, LISP and
5 LISP

- K={sy % ..., &} wheres is a kernel and [] SP.

- W={iy, iy ..., i} where j is a tuple of ssw> whens LJSP ands UK and w is a real
number representing the weight pf s

— G is the protagonist’s goal state.

— PLis the reader’s plan library.

1 Initialization
e Set SK=<K, SB, SCL, SO> where SB={l, ..., b} whereb; is a tuple of §, p1, Vs>
whens U K andb; U B, SCL={c, &, ..., G} wherec; is a tuple of €, s, > andg
UCL whens, [J K ands; U K, and SO={ @, 0, ..., G, } whereg; is a tuple of s s>
whens, LIK ands LIK ando; LO.
e Set the satellite SL=SP-K

2 Finds complete plans built up from the skeleton
2.1 Crossbow plans to find a set of solutions R starting fromrtioéd node which
represents the partial plan SK using PL for G.
o If (RUDF), return “not found” and exit, otherwise
o If(R=DF)
o If(r; O UF)forallr; U R, return SK and exit, otherwise
o0 return “not found” and exit
o If(RUDF)
o If (r; O UF)forallr; U R, Goto step 2.1, otherwise,
o If SLis empty, return “not found” and exit, otherwise
o Find atuple s, w> whenw,; is the maximum value in W
= AddstoK
= Add all the binding constraints in B that contains si to SB
= Add all the causal links in CL that contam$o SCL.
» Add all the temporal constraints in O that contarie SO.
= Removes from SL
= Remove s, w> from W.
= Goto step 2.

Figure 3.13: Algorithm that extracts a skeleton that enables a story be identified from others

For example, imagine that the plans #9 and #11 are desiahblasrepresentinghrek
which the storyteller intends to deliver to the reader, whike plans #6 and #13 are
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undesirablegabulas delegatingCinderella When being told partial plan #7, a skeleton, the
reader would correctly build her story world as the teller intends.

Adopting the Local Brevity Algorithm used in the CPl model whigratively adds a
plan step to the partial plan conveyed to the user until the plan thpmestracts only the
successful plans, the skeleton extraction algorithm presented ipréh@us section is

revised as in Figure 3.13 to enable a set of tdafpetiasto be distinguished from the rest.

3.2.3The Suspense Creator
The suspense creator takes as input the story skeleton and imparadune of eacliabula

action received from the skeleton builder. The suspense creator ctsmasjuzhetto evoke

the intended suspense level from the readgrtla¢ point where the reader’s suspense level is
measured. The suspense creator consists of two componentsuth@astorganizer and the
suspense measurer (see Figure 3.14). sjumhetis initialized with the given story skeleton.
Then the structure organizer updates #jgzhetwith story content, elements that can
influence the reader’s suspense level, iterating based on ttesmamding suspense level

returned from the suspense measurer.

fabula, measuring point ¢
story skeleton, importance values

Suspense Creator

Structure Organizer

| A

story skeleton
before ¢

v I

Suspense Measurer ‘

- Rendor Mo

Reasoning algorithm
Reasoning limit
Plan library
Preference

Suspense level

v

sjuzhet

Figure 3.14: The suspense creator component
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To find story elements that can invoke the intended suspense levetheoreader, |
follow the hypothesis that an audience will feel an increasedureaf suspense as the
number of solutions that lead to the protagonist’s goal is restr{Gerrig and Bernardo,
1994).
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(a) Asjuzhetthat results in three options in the reader’s model
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Where suspense level is measured

(b) A sjuzhetthat results in only one option in the reader’'s model

Figure 3.15: A story plan. Colored boxes denote actions in the story to b#d, dotted-lined
boxes denote the inferred actions in the reader’s mind, and dettl-lines are causal links
inferred by the reader.

Figure 3.15 illustrates the central task of the suspenseocre@tiven a story skeleton

(%), the satellitesS), the goal stateQ), and a target step)(the suspense creator’s job is to
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find a series of plan stepsfrom a portion of the satellites preceding the plan stegich
enables the reader to infer an adequate number of solutioBsdoren & + o). The system
finds ana that results in more than one solution which according to Gerrig@amdhdo, will
invoke a high level of suspense in the reader. In Figure 3.15, for exaelphg subsetd, H,
andM results in three solutions being inferred by the reader modek teffling the sej, K,
and H results in one solution. Then, the combinationJoK, andH that minimizes the

solutions would constitutgjuzhetin the high-suspense mode.

Input: <F, K, t, N> where F is a tuple <A, B, O, C, D> where A is a set of plan steps, B
is a set of binding constraints, O is temporal ordering information, C is a list @fl caus
links, and D is a list of decompositional links, K is a set of kernels, tis a step in S, NE
and NO are integers.

1. Initialization: a sjuzhez = <F, S, O>where S=K,and O ={},i=0, =0, ST = A-K.

2. Termination: If i = N, or STis empty or no candidates satisfying the following
conditions are found, then retufn

3. Event Selection

o Ifi >N, then return Z.

0 Select an actioe in ST which has the greatest positpatential suspenséf
several candidates are found, non-deterministically select am asiih the
greatestmportance value

o If the suspense level from the partial plan which has all duespdtep$S + e)
is greater than the suspense level with the partial plan whichllhtéee plan
steps inS, then adck to Sand subtrace from ST.

o i=i+1

o Goto step 3.

Figure 3.16: Algorithm for content selection in the high-suspese mode

The overall algorithm that the suspense creator performs to prachigély suspenseful
story is illustrated in Figure 3.16. In the algorithm, | introduceténm potential suspense
that refers to the amount of each event's contribution to the susperedeincrease,
computed using Heuristic Function 2, as will be described in Section 3.2l algorithm

selects an action with the greatest potential suspense indmseand creates a partial plan
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P composed o# along with the steps in the skeleton. If the suspense levelRrisngreater
than the suspense from the skeleton, then the current skeleton isdeplitic P. This
process repeats for a specified times or until there ismtidate fora. When the first phase
terminates, the system specifies the ougpughetas the current skeleton.

The algorithm in the low-suspense mode is similar to that in gjie-duspense model.
However, in low-suspense mode, the first phase selects an actiothwilowest potential
suspense ag and checks if the suspense level is lowered by addiaghe skeleton.

The following sections describe the details of how the suspena&orcreffectively
constructs asjuzhetthat results in a few or a large number of solutions in daglar’s
cognitive model. 1 first discuss uncertainty checking and suspeeasuning performed by
the suspense measurer. Then | explain the two heuristic functiedsbysthe structure
organizer. Finally, | describe the event selection process petbby the structure organizer.

3.2.3.1Measuring Suspense Level

3.2.3.1.1Uncertainty Checking
As discussed in Chapter 2, one critical condition for a reader ltedspense is to keep her

uncertain about the outcome of a significant event. When the readertasn about the
negative outcome, she feels disappointment or sadness rather tpanssugZilllmann,
1996). To meet the uncertainty condition of suspense, the reader moded ghbe reader
would be uncertain about the goal state using the planning spacgicia kerms, an agent is
uncertain about a propositigmwhen the agent makes two kinds of inferences, one leading to
p and the other leading t@-+van der Hoek and Lomuscio, 2004). In other words, the agent
is uncertain if the proposition is true or false.

To determine uncertainty in my planning domain, however, my systescestainty, the
opposite concept. The planning space represents the readeosimgaand an inference
corresponds to a path from the root node to a terminal node in the plapatcg Therefore
certainty is obtained when either the planning space has only derpfdaes or the planning
space has only failed plans. For example, if the protagonist gia@l 0 get a signature from
Shakespeare who is dead in the story, it is obvious that the protagdhisil when the

reader has no plan operator to resurrect him because the open precordiiven,
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Shakespeare), cannot be established. In contrast, the reader iainratsotit the goal state
when the planning space has successful plans and failed plaepieed in Figure 3.17a or
when the planning exceeds the searching limit (Figure 3.17b). \Einalthe certain cases,
the reader model informs the suspense measurer certaintyw@theat returns the number

of solutions inferred by the reader model.

(@) (b)

Figure 3.17: Uncertainty about the goal state in planning space. Thertainal node with the
symbol f means failed node. The terminal node with the symbolnseans failed node. a) The
planning space has both successful and failed nodes. (b) The plangnspace is not completed
after searching over than searching limit

3.2.3.1.2Suspense Level Function

In measuring the reader’s suspense level, the system followsftibe articulated by Gerrig
and Bernardo (1994), in which they view an audience as problem-solveasdemce will
feel an increased measure of suspense as the number of optiome fprotagonist's
successful outcome(s) decreases. In experiments by ComisiBryamt (1982), participants
have shown optimal story reading suspense when they have a paispiesition toward the

protagonists and the probability of the protagonists’ success is 1/100.
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Adopting these models, | devise Heuristic Function 1 for meastiv@lgvel of suspense
The function computethe reader’s suspense level as the inverse of the number ofglanne
solutions that achieve the protagonists’ goal using her reasorgngtiain and her plan
library within her reasoning limit. The function sets a minimawvel of suspense when no

usable solutions are found in her plan space, as is supported by psychologicdl.researc

Heuristic Function 1 (Level of suspense) In the Suspense level functi®L(G, Z, L, P, R).

G is a set of literals representing the goal of a narratigedtagonistZ is a partial planl. is

a plan libraryP is a planning algorithnR is an integer representing a reasoning bound, and
success(G, Z, L, P, Raturns the number of paths to ma&kérue with givernZ andR.

SL(G, Z, L, P, Rjs set to (18uccess(G, Z, L, P, Rhensuccess(G, Z, L, P, R¢turns a
non-zero value and zero wheuccess(G, Z, L, P, Raturns 0.

If (succes&s,Z,L,P,R)==0), thensl(G,Z,L,P,R)=0
Otherwise,

sI(G,Z,L,P,R) = L (2)
succes&s, Z,L, P, R)
wheresuccess(G, Z, L, P, Rgturns the number of paths to m&kérue with givenz, L,

P, R

To illustrate the level of suspense measured by my heuristiidon€igure 3.18 shows
different plan spaces built from two distinct partial plans. Thgrda on the left contains
three successful plans while the one on the right generates onlindhés case, the plan
space on the right is preferred since it creates morersespean the left one, according to
Heuristic Function 1. Thus, the partial plan used to build the right pkress also selected

for constructing a&juzhetto be presented to the reader.
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@ Failed plan
@ complete plan

Figure 3.18: Two example plan spaces that the reader model builds infer the protagonist’s
mission

3.2.3.2Measuring Potential Suspense for an Action
The structure organizer finds additional elements from the seedjiven satellites that
influence the suspense level in the reader’'s model. In seledfitijoaal events to be
presented, | use a heuristic function that examines the syataptigperties of a plan
structure. The function is based on the following rules that can tAkehuman reader’s
suspense level in her reading:

a) Presenting an action whose effects negate the protagonistiplgoabefore the
reader is informed that his mission is achieved would increasantoeint of her
suspense.

b) Presenting an action whose effects unify with the protagoniséfan before the
reader is informed that his mission is achieved would decrease her suspense.

For example, in the thriller moviehe Fugitivethe protagonist falsely, accused of a false
charge of murdering his wife, hid in an apartment house which tieepaided to arrest a
criminal living in the same building. This fact was unknown to tpectators, which

undermined their estimated certainty about the protagonist'sysafet maintained the
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spectators’ suspense until the police left the house with the cagtumgnal. The beginning

of Diplomatic Immunityprovides another example. While a man and a woman were diving
under the sea, the man suddenly snatched her oxygen mask off her fatato&pworried
about her while she struggled to breathe and the man stayed behirdheh minute later,

it was revealed that the man is her father, and he wasingaus daughter how to deal with
emergency scuba diving situations. In summary, these examples detsotisat spectators
can get the imminent sense of threat from seemingly dangerbossathat are (eventually)
ineffective in completing the protagonist’s mission.

According to the rules suggested above, the elementsaafuld be composed ajoal-
threatening actions to invoke high reader suspensecamwduld be composed ajoal-
supporting actiondo invoke low reader suspense. To determine whether an event is goal
threatening or not, | devise Heuristic Function 2 that computes tkat@btsuspense for an
action by counting the number of its effects that negate thegomitt's goal and the number
of its effects that reinforce the goal considering the audisnpagtial knowledge. An event is
classified as @oal-threatening actionf its potential suspense is greater than a predefined
threshold. Conversely, an event is labeled agoal-supporting actionif its potential
suspense is less than a predefined value. The heuristic funetimmsr the plan step’s
potential suspense weighted by its corresponding importance value edmbpwtthe

Heuristic Function 3 formula.

M O T e

gl

\ 4

v
~

Figure 3.19: Threatening links in a story plan. A box represents aaction, with its
preconditions on the left and effects on the right. Solid arrowsehote causal links. Dotted
arrows are threatening links which represent an action’s effechegates a precondition of other
actions.
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In computing the potential suspense of an action’s effect, | coraildef the action’s
possible causal relationships to accomplishing the protagonist’srgoakhe reader’s point
of view. As an illustration, Figure 3.19 shows that actibrinas an effectp, which is the
negation of action A’s preconditign | call this type of temporary threatghraeatening link
referring to an action’s effect negating another step’s precondititve iplan. In contrast, the
suspense creator establishesugporting linkwhen the effect of an action unifies with a
precondition of an action in the plan. One effect can have multiplatémiag links or
supporting links in a single plan. The potential suspense of an efeamputed as the
supporting link summation subtracted from the threatening link summasidormalized in

Heuristic Function 3.

Heuristic Function 2 (Potential Suspense of an actiorf)(a, p) returns the summation of
ps(e, a, pwhereps(e, a, pJs the potential suspense of an efieof an actiora in planp.

h(a’ p) = Ze]effects{a) pS(e, a, p) )

Heuristic Function 3 (Potential Suspense of an effecf)s(e, a, p)returns the potential
suspense of an effeebf an actiomain planp. which is the summation of the potential threat
of all s supporting links subtracted from the summation of the potential tbfedt €'s
threatening links as formalized as the following equation.

W, W

t S

o DistEffectd,, p) <5 Distefiec(d,, p) @

In Eq. (4),Tlink(e)returns all the threatening links of an effecSlink(e)returns all the

ps(ea, p) =)

supporting links ok, w; andws are coefficients,d; andds denote the destination step of the
threatening and supporting links, respectivalyd DistEffect(a, pyeturns a value associated
with the causal distance between stegnd the goal step of plam All scaling factors in Eq.
(4) are constrained to be nonnegative real numbers.

With these heuristic functions, the structure organizer measures/ent’s potential

suspense in two phases: threatening link analysis and strength cioompuiathe first phase,
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all the possible threatening links are identified for each oathien’s effects. A threatening
link is denoted asc( s) where the conditiom is the negation of a precondition of the plan
steps. To illustrate the process of computing the potential suspense ofi@am auppose that
w; is 1 andDistEffect(s, pyeturns the causal distance between the stepghe goal step of
the planp incremented by 1. Under this setting, if the threatening (inks) undermines a
precondition of an action that establishes a condition of the goal $t&n the strength
corresponding to this link is 0.5 because its distance betweerefiwastd the goal state is 1
and later incremented by 1 accordingQistEffect(s, p)In the strength computation phase,
the potential suspenses(e, a, p)of effecteis the summation of the potential threat ofes|
supporting links subtracted from the summation of the potential thredk &$ threatening
links. When the potential suspense for an effect is computed, the potespi@nse for the
plan step is the summation of the potential suspense of its effects.

The way that my heuristic functions to assess a potential sespéra action is, in
essence, consistent with the EMA model of emotional appraisal iMigeon Rehearsal
Exercise system (Gratch, 2000; Gratch and Marsella, 2004a;hGratt Marsella, 2004b).
Appraisal theory (Lazarus, 1991; Ortony et al., 1988) explains anarabtesponse to an
event by its relationship with his goals and expectations. Heeg@mt’'s hope and fear are
modeled by the probability of achieving his goals. The agent wWeakattainment as more
likely when he witnesses events whose effects correspond hétlpreconditions of the
actions in his plan for achieving his goal. Conversely, the agent views gaahattaas less
likely when the presented actions can negate those preconditionEMAenodel further
relates the probability of an agent achieving his goal to higtienal intensity, stating that
the probability of a goal is proportional to the intensity of his hop iandh an inverse
relationship to that of his fear.

3.2.3.3Event Selection
As previously discussed, the role of the structure organizergsléat additional story

elements (eventy that control suspense according to the suspense mode. The next two
subsections detail the even selection algorithms in the high-suspetigbe low-suspense

modes.

64



3.2.3.3.1Event Selection Algorithm in High-Suspense Mode
This section details the algorithm to select the plan stepsamatitute thesjuzhetfor

creating high suspense. The algorithm is modified from the lIgit|moposed algorithm
presented in Figure 3.16, due to a finding from a number of informakimqrgs that |
conducted: the number of solutions built from a partial plan tends torts¢rained when the
partial plan gets larger. Suppose, for example, that the agens Bame is given a mission
to disarm a nuclear bomb which is installed in an isolated islandeffto the island James
considers two options; he can use a ship or a private jet. Apaims, an assumption &
reasonable ways to complete the mission from getting to thediglauld leave viewersk2
possible solutions. Then, showing a scene that James is boarding loaeafrters would let
the viewers eliminatK solutions that involve the other one. In other words, solutions
available to the protagonists tend to be constrained as the storggm@egyrin planning terms,
the addition of any plan steps to the initial partial plan maycedioe number of complete
plans.

To prevent this from happening, the modified algorithm initializescth@ent of the
sjuzhetwith N steps instead of using only the steps that constitute the skeleton. The algorithm
in Figure 3.20 first asks the suspense measurer the suspensd tievieén the initiakjuzhet
is given and then sets it to the highest suspense level. Neatedtses, the action with the
greatest potential suspense, from the events in the fapula that are not included in the
current Sy, where Sy is a series of events to be presented to the reader. If theiglotent
suspense ofs is smaller than a predefined threshold, then the program retuingeates a
partial planP composed of the steps$a. If the potential suspense &fpasses the threshold,
the system chooses an actienwith the lowest importance i8;, and replaces it with the
actiones. Then the system queries the suspense measurer for the suspehskthe newly
updatedsjuzhet If this substitution lowers the suspense level, the system biags the
previous value o&r; otherwise, the update is maintained. This process continueshanél
is no candidate is found or for a specified times. When it ternsintite system specifies the

content of the outpugjuzhetassS.
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Input <t,k, F, W, G&, T, R, P, L> where

t is the step where the reader’s suspense is measured

- kis an integer

- An inputfabula F=(SP, B, CL, O) where SP{ss, ..., 5} wheres is a step, B={h b,

., b} whereb; is a tuple of <, pi, vi> whens [ SP, which means that the plan step

binds the parametgr, to a literalvy, CL={ci, G, ..., G} where ¢ is a causal link
information represented as a tuple <e s wheree is a condition, and, [1 SP ands,
L] SP, which means that plan stggnables the preconditi@of s,, O={ 01, 0, ..., & }
where @is a temporal constraints represented as a tuples gf><whens LJSP ands
LISP

- W={iy iy ..., i} Where | is a tuple of ssw> whens LISP where wis the importancg
weight of §

— S is the portion of the skeleton preceding

— Gis the protagonist’s goals

- This aninteger

- Ris aninteger representing the reader’s resource bound

— P s a planning algorithm

— Lis aplan library representing the reader’s knowledge

1 Initialization
+ SetS=%.
* SetBSP=the portion oSPpreceding
* SetS=BSP-S;.
e SetNz={},Pz={}

2 (Construct Sr.) Repeat this step fok times

2.1 If Sis empty, returtsr and exit, otherwise
o0 Pick the actioresin Sgenerating the highebtes, F). If several candidates are found,
non-deterministically select an action with the greatest importaaiae.v
o |If h(es, F) <T,, returnS; and exit, otherwise
0 RemovessfromS
o Pick the actiorec in Sr with the lowest importance value. If several candidates arg
found, non-deterministically select an action.
0 Replacex with es
0 If h(ex, F) <h(es, F)
Construct a partial plaNZ that only contains information in F which has g
where sl (St —e¢ +€).
= Construct a partial plaBZ that only contains information in F which has g
where s S;.
= Ifsl(G,Nz L,P,R>sl(G, PZ L, P,R)
" S=Sr—e&tes
= AddetoS
= Goto step 2.1
0 AddestoS
o Goto step 2.1

Figure 3.20: Algorithm for content selection for the portion preceding t in thefabula in the
high-suspense mode
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To see this algorithm in the context of a story, consider theB#ick to the Futureln
one scene, Marty McFly came back to 1985, found his car totale®mari@rown’s killers
driving toward Dr. Brown. Then he saw Dr. Brown being killed again. @ément later,
however, it was revealed that Dr. Brown was still alive bechwseias wearing a bullet-
proof vest. The common film device used in this scene exhibits howlguositm creates
suspense. My algorithm selects events that seem to go atp@msbtagonist’s goals, as the
film does in the outset of this scene, presenting events tthiibpg Marty from saving Dr.
Brown. If the director omitted the scenes with damaged cdaeoapgproach of the killers, the

audience’s suspense level would be greatly reduced.

3.2.3.3.2Event Selection Algorithm in Low-Suspense mode
The algorithm in the low-suspense mode is similar to that in the high-suspedsk

However, this algorithm selects an action with the lowest potenutspenses, and checks if
the suspense level is lowered by repla@ngith es.

The algorithm in Figure 3.21 first asks the suspense measurer the suspdivgeder\the
story skeleton preceding the measuring poiig given and sets it as the lowest suspense
level. Next, it selects an action with the smallest potestispense as; from a set of events
in the inputfabulathat are not included in the curret which denotes a series of events to
be presented to the reader. If the potential suspensg isf greater than a predefined
threshold, the program returns and creates a partiaPptamposed of the plan stepsSn
If the potential suspense ef passes the threshold, the system choas#ise action with the
lowest importance i%r, and replaces it with the actieg Then the system asks the suspense
measurer the suspense level from the newly updgteghet If this substitution raises the
suspense level, the system brings back the previous val8g ofherwise, the update is
maintained. This process continues either until there is no candsldteind or for a
specified number of times. When it terminates, the systemfigsettie content of the output
sjuzhetasS.
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Input<t k F,W G, &, T, R P, L> where

t is the step where the reader’s suspense is measured

- kis an integer

- An inputfabula F=(SP, B, CL, O) where SP5{ss, ..., 5} wheres is a step, B={h b,

., b} whereb; is a tuple of <g, p1, vi> whens [ SP, which means that the plan step

binds the parametgr, to a literalvy, CL={ci, G, ..., G} where ¢ is a causal link
information represented as a tupke s, s> wheree is a condition, and, [1 SP ands,
L1 SP, which means that plan stggnables the preconditi@of s,, O={ 01, 0, ..., & }
whereo, is a temporal constraint represented as a tuplesof>whens, LISP ands
LISP

- W={iy, iy, ..., iy} Whereij is a tuple of §, w> whens; ISP wherew; is the importancg
weight of §

— S is the portion of the skeleton preceding

— Gis the protagonist’s goals

- This aninteger

- Ris an integer representing the reader’s resource bound

- Pis a planning algorithm

— Lis aplan library representing the reader’s knowledge

1 Initialization
+ SetS=%.
* SetBSP=the portion oSPpreceding
* SetS=BSP-S;.
o SetNz={}, PZ={}

2 (Construct Sr.) Repeat this step fok times

2.1 If Sis empty, returrsr and exit, otherwise
o Pick the actioresin Sgenerating the higheb(es, F). If several candidates are found,
non-deterministically select an action with the greatest importaaioe.v
o If h(es, F) > T, returnSy and exit, otherwise
0 RemovessfromS
o0 Pick the actiorec in Sr with the lowest importance value. If several candidates arg
found, non-deterministically select an action.
0 Replacex with es
0 If h(e, F) >h(es, F)
Construct a partial plaNZ that only contains information f# which has s
wheres [ (S —e¢ + €9).
= Construct a partial plaRZ that only contains information i which has s
wheres U S.
= Ifsl(G,Nz L,P,R<sl(G,PZL,P,R)
" S=Sr—e&tes
= AddetoS
= Goto step 2.1
0 AddestoS
o Goto step 2.1

Figure 3.21: Algorithm for content selection in the low-suspese mode
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3.2.4Implementation
Suspenser is implemented using Microsoft Visual Studio .NET 2003 GioneiThe

program ran on a 1.2 GHz Pentium M Processor laptop with 376M of RAM running
Windows XP.
Figure 3.22 shows the interface to set the parameters skéeton builder. Figure 3.23

shows the interface to set the parameters of the suspense creator.

n SIEPENSET JJB]
File Fun Help
Summar_l,lﬁettmgl Summar_l,l] [nput Plan ] Resulting Steps ] Suspense setting] Suzpenseful Stu:ur_l,ll NumSDIutiDnsl
Story Length
" Proportion to the ariginal story [integer] I—ED o
+ M aximum number of steps [integer] |—1EI
Coefficients
[nzoming Causzal links |—1|:|
Inzoming Caugal links fram the initial state |—|:|1
Outgoing Cauzal links I—EEI
Category |—25
Causzal Chain Scaling Factors
Opening act |—1|:|
Clazing act |—1|:|
Motivated act I—zn
Dead-end act I—DD
Other I—DD

Figure 3.22: Program Interface for Skeleton Builder Parameteriation
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m SIEPENSET _J_Ja]

File Fun Help

Summary Setting | Surnmary ] Input Plan | Flesulting Steps  Suspense setiing | Suspenseful Story ] MumS olutions ]

Suzpenze Tuning Goal

* High Suspense

" Low Suzpense know(Bill, BombLocation)

£ MNoSuspense attemptedrurden Sykes, Agatha

inzured(T heater)

Ordeting releazed(Ken)
[ Flazhback [ Shadowing

Options

Threzhaold | Q.07

R eazoning Limit | A00

Distance toGoals & £gpzal Link

" Ordering Link

[ File Print

Select imparkant goal literals

Figure 3.23: Program Interface for Suspense Creator Parameterition

3.2.5Summary

This chapter described Suspenser which is composed of two main compdhents:
skeleton builder and the suspense creator. The skeleton builderseatsacjuence of actions
that maintain the identity of the input story, and the suspenseorcneaiduces a story
structure which specifies what to tell and when to tell it. $hgpense creator first selects
story elements that control the suspense level, and then modelgaither's inferring
processing to estimate the suspense level created fromeahts.eVhis process determines a
series of events, which constitute g)ezhet
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Chapter 4

Evaluation

This chapter explains four experimental studies that | conductedvatuate the
performance of Suspenser. In the first three sections, | degutdiestudies designed to
evaluate parts of Suspenser, the skeleton builder and the potentiahssuspeasuring
functions. The last section describes a formal study that a&ealihe complete Suspenser
system compared with the capability of a human author.

The measurement of suspense is a complicated problem. Whilecheseagree that a
reader’s suspense experienced during her exposure to the nawatai@s elements of both
physiological and cognitive phenomena, it is not clearly defindgérms of physiologically
or cognitively measurable data (Friedrichsen, 1996; Mattenklott, 188@)vated by the
traditional three-system approach to emotion devised by Lang (19&tjerdiott (1966)
investigates methodologies to measure emotions relevant to themahaxperience of
suspense (e.g., distress) within three categories: physidlagioaty, facial expression, and
self-report. In their study, several types of physiologicad detg., blood pressure, heart rate,
and skin conductance) have shown distinct patterns for different em{ignsfear, anger,
sadness). However, no reliable way to extract and measure thormsmonly related to
suspense (empathetic distress named by Zillmann, 1991) has yetubgested. Similarly,
this issue applies to methodologies for measuring suspense relyirgg subject’'s facial
expressions, because it has been found that human subjects tend toess dagir emotions

71



on their faces even when they verbally answered they felt thostioms. Thus, the
measurements of emotion using current technologies inevitably riatessispondents to
self-report their emotion subjected to their own subjective evahsmtiOwing to these
limitations of physiological and expressive behavioral measurameeimployed a survey
type that asks subjects to self-report for measuring their sssgdevels, similar to most
previous experimental approaches (Friedrichsen, 1996).

The story examples that were employed for my research studiee carefully designed
so that the story materials contain suspense elements. As taahdaions of a story that
invokes suspense from readers, Zillmann (1996) suggests three requirementheReader
shall have a strong positive disposition toward the protagonist salibateels sympathy
about the situation that the hero undergoes. Second, the harm thre#tenprgtagonist
must be a very serious one—such as a matter of life and deatktireforader to care about
the protagonist’s destiny. Third, the story should allow the retdbave high subjective
certainty about the possibility that harm will be realized. Sitie® third condition is
controlled by my approach, | designed the story to satisfyirgtewwo conditions. In order to
meet the first condition—positive disposition toward the protagonestablished a detailed
story background that describes its protagonist as a momtlg gerson who is wiling to
sacrifice himself for a just and righteous cause. As for tbenskconsideration, | set up in a

dangerous situation that can deprive the protagonist of his life.

4.1 Pilot Study 1: The Skeleton Builder Evaluation

This section examines a pilot study was designed to deternmiether a skeleton extracted
by the skeleton builder can serve as a qualitatively good sumpyanyman readers. The
reader model was not used in this study; thus, the coherency oh@asymas not checked
either.

Through this pilot study, | intended to test three hypotheses.ifBhdnypothesis for this
pilot study stated that the events selected by the skeleton rowibddd be overlapped with
the events chosen by the majority of the subjects. The second hypdatteted that the
events selected by the skeleton builder would be rated high in imperitathe story by the
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subjects. The third hypothesis stated that the summary getdrgtthe skeleton builder

would be assessed as good as the summary created by the human subjects.

4.1.1Configuring the Experimental System
As described in Chapter 3, the skeleton builder uses weighting fasdiioassign a

weight to each step in a plan; the weighting functions appear il i $ection 3.2.2. The
values of the constant scaling factors that were used in thestitht are shown in Table 4.1.
The values of the constant factors in Eq. (1) were determinedrieatlgi from some
informal experiments that examined the similarity betweens#tedeton generated using
these values and that produced by a human. In this study the valkeafud k,, were
initialized as 1 and 5 respectively following the techniques usedoimg’s CPI model
(1999).k andk. were adjusted as 0.3 and 2.5 respectively. The setting of tbefieients
placed more importance on the value of outgoing causal linksiieandoming causal links,
which is consistent with the views discussed in the researdmdiasso and Sperry (1985)
and by Graesser et al. (1991).

Table 4.1: Experimental values for weighting constants

Constant Description Value
ki Incoming causal links 1.0
K Incoming causal links from the initial state 0.3
Ko Outgoing causal links 5.0
Ke Category 2.5

In this study, the causal chain value of an event was assigned h(thehevent's act
type was anotivated acthat was in causal relationship with a precondition of the gatd st
in the story plan; the value of an event of other act typesagsigned 0.0. The function that

reflects an event’s distance effeistEffect(a, p)n Eq. (1), returned 1 in this study.
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4.1.2Method

4.1.2.1Participants and design
A total of 25 subjects, all recruited from the North CarolinaeStiiversity community

voluntarily participated in this study. Their ages ranged from 20 tged8s old. There were

8 females and 17 males.

4.1.2.2Materials and apparatus
The text presented to the subjects is shown in Figure 4.1. To produextthiefirst ran

Crossbow to produce a partial-order plan composed of 14 steps which agraasinput
fabula The fabula was manually linearized and realized into text in two phases fo
presentation. First, each step in the plan was automaticallyatapi® one sentence. In the
second phase, several descriptions explaining steps’ postconditionsrasdviére manually
added to facilitate the reader's comprehending process. Thaskxtin this study is shown

in Figure 4.1.

[1] Tom traveled to Dr. Evil's castle. [2] Tom traded his ring Dr. Evil's toy. As a
result, Tom obtained the toy that Ben wants to have and Dr. Ewlnelot the ring of
absolute power. [3] Tom traveled back to his house, and went up to the @hriste [4]
Tom put the toy under the Christmas tree. [5] Ben walked fromobis to the Christmasg
tree. [6] Ben found his Christmas present—the toy that Tom[T@fDr. Evil went to the
Wachovia bank to withdraw money from his bank account. [8] Dr. Eviidww enough
cash from his account to buy a gun. [9] Dr. Evil traveled to a gue.stb®] Dr. Evil
bought a gun. [11] The President invited Dr. Evil to the fund-raising evehea/VNhite
House. [12] Dr. Evil traveled to the White House. [13] Dr. Evil useddring of absolute

power to put all the Secret Service agents to sleep; as a result, tkare arze around th

[1°]

president. [14] Dr. Evil shot the president with his gun and became the ruler of the world.

Figure 4.1: A story created by Crossbow realized into a text
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4.1.2.3Procedure
Each subject participated individually in the experiment, with theemmenter was

present at all times during the experiment session. Subjects ag&ed to read printed
materials containing the texts of short stories followed by cqurestbout the stories. The
survey that was used in this study can be found in Appendix A.l. Eadtistitgt read a

paragraph describing the background and the goals of the threehaeacters in the story.

They were then asked to read story text composed of 14 events aralislaé relationships

between them. After reading the text, the subjects were dsksalect five events from the
story that they felt best served as a summary of the stdmgy Were also asked to write a
short explanation for their selection. Next, each subject wasldaekank order the 14 events
in the story indicating their estimation of the events’ reéaimportance. Finally, subjects
were asked to evaluate their own summary relative to a sunthadtrijad been generated by
the skeleton builder. The fact that the given summary was geddrgtmy system was not

revealed to them.

4.1.3Result

Table 4.2: The chance of being in the summary of each event. Each cuolurepresents an event
id and its chance of being included in the subjects’ summags, its mean ranking evaluated by
subjects, and its standard deviation of ranking. Shaded cellepresent the events selected by the
skeleton builder

Id 1 2 3 4 5| 6 7 8 9| 10{ 11| 12 | 13| 14

% 20096 | 0| 16f 0| 52| O 8 0| 48/ 64| 8 | 88|100

Mean | 7.7]2.1|11.010.0/11.6/ 7.2| 104 9.5 |10.2 7.1 | 44| 88| 2.8| 2.2

RanK 137]09| 27| 29 1.935| 24| 25 22 2921|381 1.2| 14

From the collected data, | calculated the percentage forezaett of its inclusion in the

subjects’ summaries, and the mean ranking for each event's imp®rtaeasured by the

75



subjects and the deviation of ranking, rounded off to the first degilaak as shown in
Table 4.2. For example with event 1, it was included in five summannsg the total 25
summaries: the chance of inclusion in their summaries is compat@0%. Its mean rank,
7.7, can be interpreted that the subjects rated its importance hefivaad &' among 14

events where" rank means the most important event.

The events in the summary that skeleton builder generated were #1 #6412, and
#12. As shown in Table 4.2, their corresponding probabilities of beidgdiexdt in the
subject’'s summaries were 64%, 100%, 52%, 96%, 8%, and their correspondingveamks
4.4, 2.2, 7.2, 2.1, 8.8 respectively. The standard deviation of ranking for eatthhadea
range from 0.9 to 3.7. This was consistent with my first and secqrathgses stating that 1)
the events selected by the skeleton builder largely overlappkdheitevents chosen by the
majority of the subjects and 2) the events selected by thet@kddailder would be rated
high in importance in the story by the subjects.

Although one of the five events selected by the skeleton builderdiatively low
probability of inclusion in the subjects’ summaries, the subjeetsiluation about the
skeleton builder generated summary was encouraging; 32% of vherated that the
skeleton builder generated summary better represented the story than thesteoted ones,
and 52% of them answered that the sentences chosen by the skelltenare as good as
theirs; only 12% answered their stories are better than thetskduilder's. This result is
consistent with my third hypothesis stating that the summary gedeby the skeleton

builder would be assessed as good as the summary created by the subjects.

4.1.4Discussion
The result from this pilot study supports my three hypotheses, wggests that the

summary generated by the skeleton builder is comparable to thoseated by humans. And
yet, the low probability of the fifth event also suggests the ditioih of determining the

importance of an event relying on its causal relationship to the goal of the story.

76



4.2 Pilot Study 2: Heuristic Function Evaluation
This section examines a pilot study that | carried out to el effectiveness of

stories in terms of suspense produced by a partial implementati®aspenser compared
with human created stories. In this study, the implementation ak#leton builder module

and the heuristic functions were used to create a sasjydbetthat was presented to the
subjects. The reader model was not tested in this study.

The hypothesis for this study is to test if there was asg@ation between the generator
type (independent variable) and the suspense level of the stespsi{se variable). To test
this hypothesis, the suspense levels for 1) SuspessElumans and 2) Suspenser in high-
suspense vs. Suspenser in low-suspense settings were comparedniinelesdether a

significant difference can be found between these groups.

4.2.1Configuring the Experimental System
The values of the constant scaling factors used in the skeletonrtargdehown in Table

4.1 in Section 4.1.1. In this study, the causal chain value of an evemsssigaed 2.0 when
the event’s act type wasnaotivated acthat was in a causal relationship with a precondition
of the goal state in the story plan; the value of an event of atitéypes was assigned 0.0.
The function that reflects an event’s distance effBestEffect(a, p)in Egs. (1) and (4),

returned 1 in this study.

Table 4.3: Experimental values for weighting constants

Constant Description Value
Wi Threatening link 2.0
Ws Supporting link 1.0

The values of the scaling factors for Heuristic Function 3, esitig the potential
suspense of an effect, that were used in this study are showbl&4Ta. | assigned a greater
value for the threatening link coefficient to compensate for the supgatrength by the

causal links of the plan. To identify a series of events thatases the suspense level, |

77



selected actions with potential suspense greater than a thr@shold.3 for this study). In a
similar fashion, a set of actions that reduces the suspensenaveihosen as actions with
potential suspense lower than a threshold (i.e. -0.7). These threshokdadpested from a

number of informal experiments.

4.2.2Method

4.2.2.1Participants and design
A total of 39 undergraduate students ranging in age from 18 t@@9% pld participated in

this study. They were all recruited from an introductory stesisclass at North Carolina
State University, and were given extra credit in exchaimpere were 27 females and 12
males. They majored in various fields, including biology, mathematizsal work, political

sciences, etc. A between-group design was employed.

4.2.2.2Materials and apparatus

4.2.2.2. 1nput Fabula
To obtain input to Suspenser, | ran Crossbow to credi@baa which involved five

characters: the President, an anti-hero Dr. Evil, who plans tosasstasthe President, a
renowned environmentalist Mr. Greenpeace, and a poor father Tom, wie father of a
six-year old boy named Ben. Crossbow took as input the planning probleah, specified
the initial state and goal of the story, and a plan librarypos®d of 17 plan operators, and
then returned a complete plan containing: actions for Dr. Evil tesissée the President,
and actions for Mr. Greenpeace to save the earth, and actions fdo etnBen a Christmas
gift, and actions to keep the President alive. The resulting plarstexhsif partially ordered
set of 25 steps which were manually linearized, and the plan alaetkas text as in Figure
A.8 using a simple template-matching technique which mapped onetpfam® a single

sentence.

4.2.2.2.2Four Sjuzhets
For my pilot study, | prepared fosjuzhets two stories by Suspenser and two stories by

humans. Since the current implementation of Suspenser used a shalitex meodel, the
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pilot study was to test if the heuristic functions 2 and 3, predithiagpotential suspense of
an action and an effect, were effective in identifying storynesvéhat manipulate suspense
level, with the cooperation of the skeleton. From the setting dedcdnbé.2.1, the system
produced two stories: one in high-suspense mode (as shown in Figure 4.2) amdoane

suspense mode.

Mr. Greenpeace made a speech about the importance of taking acnediately to
save the world. The President announced that he would raise fundpportsMr.
Greenpeace’s environmental foundation and whoever donated more than miléws dol
would be invited to the White House for a fund-raising celebratimtyp Dr. Evil
watched the TV and found out that a donation would get him invited toViee
House. Dr. Evil donated a million dollars to the White House. Thedemtsinvited Dr.
Evil to the fund-raising celebrating event. Tom traded his ring forEil’s toy; as a
result, Tom obtained the toy that Ben wanted and Dr. Evil obtaineththeBen found
his Christmas present--the toy that Tom left. Dr. Evil went to a bank to aithahoney
from his bank account. Dr. Evil bought a gun. Dr. Evil registered fypaosis class to
learn how to hypnotize people by waving a shiny object before éyes. Dr. Euvil
traveled to the White House. Dr. Evil used the ring of power to puthallSecret
Service agents to sleep; as a result, there was no one gutlrglipgesident. Dr. Evil
fired his gun at the PresidenAt the last moment, Mr. Greenpeace rescued the

President by pushing him out of the way.

Figure 4.2: A sample story generated by Suspenser in high-suspemaode: Italicized sentence is
not shown to the participants.

To obtain human generated stories, | recruited one graduate studsrglish and
one PhD student in computer science at North Carolina State Utyivefhey were
presented with the inputbula story in Figure A.8 and were asked to select a series of
sentences that would be used as the story, where the eventoviberehosen to create a

strong sense of suspense. Both authors were told not to sellest thentence of tHabula,
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since it revealed the story outcome. For this study | did not conftieanumber of sentences
that they selected. The texts constructed from their seleci@nshown in Figure A.9 in
Section A.2.

4.2.2.3Procedure
Each subject individually participated in the study by accessiwgb site that contained

a paragraph describing the background and the goal of each chardlceestory. They were
then asked to read text of one of the fsjuizhetswvhich is randomly selected. After reading
the text, they were asked to rate their suspense levelsgafiem their reading of the story
on a four-scale basis (i.e., no suspense, a little suspense, raclespense, and a lot of
suspense). The survey that was used in this study can be found in Appendix A.2.

4.2.3Result
For the analysis part for this project, | performed a chi-squesteusing SAS version

9.1.3 SP. Table 4.4 shows the number of responses for each story cd&tegopnvenience,
H-Suspenser refers to Suspenser in high-suspense mode and L-Suspandsr for
Suspenser in low-suspense mode. In analyzing the data set, $wuate-test was used to
discover the relationships of suspense levels between the storezatgd by a) H-Suspenser
vs. human, and the stories by b) H-Suspenser vs. L-Suspenser. The edpotise two

stories produced by human authors were categorized into one group.

Table 4.4: Collected data for each story category.

Suspense Level
Story generator _ Total
No A little Moderate A lot
Human 4 4 4 1 13
H-Suspenser 2 7 5 0 14
L-Suspenser 5 4 3 0 12
Total 11 15 12 1 39

To apply the chi-square test on my small data set, | grouped theuspense levels into

two categoriesno suspensandsome suspengecluding the three suspense levels of a little,

moderate and a lot), which is shown in Table 4.5. Table 4.6 shows thguenesanalysis
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result. Although the result was not statistically significgeince p>0.05 for both
comparisons) due to the small sampling size, the chi-squares\&tosv that the two data
sets of H-Suspenser vs. human (value = 1.060 and p=0.303) had more sithéaritlye sets
of H-Suspenser vs. L-Suspenser (value = 2.462 and p=0.117).

Table 4.5: Contingency Table

Story generator

No Suspense

Some Suspense

Human

4

9

H-Suspenser

2

12

L-Suspenser

5

7

Table 4.6: Chi-square values for comparisons
Story generator Degree of Freedom Chi-square value P

Human vs. H-Suspenser 1 1.060 0.303

H-Suspenser vs. L-
SiRpenser 1

2.462 0.117

In Table 4.7 a binomial distribution was used on the responses to ar@&# confidence
interval. Note that H-Suspenser had the highest proportion of suspessendd that the
confidence interval for H-Suspenser incorporates values highe® th&50%) which implies
that the story generated by H-Suspenser has an effect on thessukgel. For a 5% margin

of error, 186 subjects would be needed.

Table 4.7: Proportion with some suspense (a little, moderata,lot) and 95% confidence interval
based on a Binomial distribution of the response

95% confidence interval

Story generator

Proportion with some
suspense

Human 0.69 (0.39, 0.91)
H-Suspenser 0.86 (0.57,0.98)
L-Suspenesr 0.58 (0.28, 0.95)
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4.2.4Discussion
Although a statistically significant difference was not found, ymslof the data suggests

that my heuristic functions and the skeleton builder were efeati identifying events of a

story that manipulate the affect of suspense from human readers.

4.3 Pilot Study 3: Suspenser

This section examines a pilot study that | carried out to ewalinst effectiveness of
stories in terms of suspense produced by a partial implementati®aspenser compared
with human created stories. In this study, the implementation ak#leton builder module
and the heuristic functions were used to create sasjphhetthat were presented to the
subjects. As before, the reader model was not tested in this study.

The hypothesis for my study was to test if there was asgcagion between the
generator type (independent variable) and the suspense level of the(stspease variable).

To test this hypothesis, the suspense levels among the starikecgd by a) Suspenser in
high-suspense mode, b) Suspenser in low-suspense mode, and ¢) a human enethor w

compared to determine whether a significant difference can be found.

4.3.1Configuring the Experimental System
The values of the constant scaling factors used in the skeletonrtargdehown in Table

4.1 in Section 4.1.1. In this study, the causal chain value of an evemasssigaed 2.0 when
the event’s act type wamsotivated acthat was in a causal relationship with a precondition of
the goal state in the story plan; the value of an event of atiéypes was assigned 0.0. The
function that reflects an event’'s distance eff@istEffect(a, p)in Eq. (1) returned 1 and
DistEffect(a, p)in Eq. (4) returned the distance from an action to the goaltfieeminimum
number of causal links that relate an action to the goal in a plan) in this study.

The values of the scaling factors for Heuristic Function 3, esitig the potential
suspense of an effect, that were used in this study are showbl&4Ta. | assigned a greater
value for the threatening link coefficient than that of the suppottirig coefficient to

compensate for the supporting strength by the causal links of the plan.
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To identify a series of events that increases the suspensel lapplied the algorithms
shown in Figure 3.20 and in Figure 3.21 with the absence of ther readel. In this study,
the number of repetitive application of the algorithm was sehasalf of the number of
events in the finadjuzhetto avoid taking too much from the initial skeleton. Since the reader
model was not used in this study, the coherency of the skeletoheasdgpense level from a

givensjuzhetwere not checked.

Table 4.8: Experimental values for weighting constants

Constant Description Value

Wi Threatening link 7.0

Ws Supporting link 2.0
4.3.2Method

4.3.2.1Participants and design
A total of 25 undergraduate students ranging in age from 20 to 29oldgparticipated

in this study. There were 23 males and 2 females, all redrfiom a Computer Science
undergraduate course at the North Carolina State University. Wéreygiven extra credit in
exchange of participating in this study, and were presented anagiler option. The study
utilized a repeated measured between group design and the subjectardemly assigned
to one of nine subject groups. These groups were arranged accordiBig t® batin Square
design (as in Table 4.9) to counter-balance the interference fftaredt orderings of stories.

From this design, a subject is shown one version of each of thdahrgas
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Table 4.9: Experimental Design
9 subject groups following the Latin Square Method

Subject Group First story Second story Third story
S1 FAW FBL FCH
S2 FBL FCH FAW
S3 FAH FBW FCL
S4 FCW FAL FBH
S5 FAL FBH FCW
S6 FCH FAW FBL
S7 FBW FCL FAH
S8 FCL FAH FBW
S9 FBH FCW FAL

Story materials: threlbulasand ninesjuzhets

Story Generator Fabula A Fabula B Fabula C
Human Writer’s high FAW FBW FCW
suspense story
Suspenser’s high FAH FBH FCH
suspense story
Suspenser’s low FAL EBL ECL

suspense story

4.3.2.2Materials and apparatus

4.3.2.2.1nput Fabulas
To obtain an input to Suspenser, | ran Crossbow to plan fhibe¢as The resulting plans

consisted of partially ordered 18-20 steps which were manuallyrineel, and the plan was
realized as text using a simple template-matching technigighwinapped one plan step into
a single sentence. Details of the infaliulasused for this study are shown in the appendix
A.3.
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4.3.2.2.25uzhets from the Input Fabulas
For the pilot study 3, | prepared a total of ngjazhets threesjuzhets—two stories by

Suspenser and one story by a human author—for each of thdahuoéges From the setting
described in 4.3.1, the system produced two stories: one in high-suspensanuade in
low-suspense mode. To obtain human generated stories, | recruited otex Madent
majoring in English at North Carolina State University. She \pessented with the
instruction sheet shown in Figure A.14 followed by the tifabelasand their corresponding
measurement point. She then was asked to select a seriesesfcesnfior eacliabula to
arouse high suspense from the reader at the specified pointstotize For this study | did
not constrain the number of sentences that she selected. The caeyiet®nstructed from

the human author’'s and Suspenser selections are shown in Appendix A.3.

4.3.2.3Procedure
Each subject individually participated in the study by accessingbasite. Each subject

was presented with three stories and asked to rate his suspatsaiea particular point in
the reading each of the stories. Each story was divided intpaws: one containing the text
describing the story’s background and the portion preceding the mmasirpoint in the

story, and one containing a paragraph describing the portion of the afer the

measurement point. After reading the first part on a web plageubject was asked to click
the button “NEXT PAGE” to proceed to the next screen in which heasked to answer his
suspense level from reading the story on a seven-scale bagisgrénom “no suspense” to
“extremely suspenseful.” On the completion of his responding to thei@uestbutton click

led him to the next page which displayed the second part of the St@\ysubject may leave
the survey by closing the survey web page anytime they wanedsurvey interface that

was used in this study can be found in Appendix A.3.

4.3.3Result

The collected data contained 75 responses from 25 subjects, 25 responsesfédnugach
However, due to an error in reproduction of the writer's selectiomef@onses fasjuzhets
created fromFabula Bwere excluded from the analysis. As a result, 50 observatiores we
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used in this analysis. To detect a significant difference legt\wtory generators, | performed
a one-way ANOVA to the collected data using SAS version 9.1.3 SP4.

As shown in Table 4.10, the data indicated that the story generatoroheffect on the
suspense level (F(2, 47) = 0.01, p = 0.99). The story generators showenhypaféormance

across the two stories.

Table 4.10: Data for Suspense
Means and standard deviations for suspense in each story generator

Suspenser in high-suspense Suspenser in low-suspensg Human author
(N=17) (N=17) (N=16)
M SD M M M SD
2.706 1.105 2.647 1.411 2.687 1.078
ANOVA summary table for Suspense
Source DF ANOVA SS Mean Square F Value Pr>F
Generator 2 0.0307 0.015 0.01 0.990
Error 47 68.849 1.465
(Generator)
Corrected 49 68.880
Total

4.3.4Discussion
As the ANOVA analysis indicates, the story generator type hadfact on the suspense

that the reader felt from reading the sample stories. | domgethat this unexpected result
may be caused by several factors described below. Firstothanean ratings of the
subjects’ suspense levels across the two stories suggest thpartfegpants felt little
suspense from these stories. This phenomenon can be explained in tysed leastory
materials themselves were not quite good enough to create anpsu$man their readers.
Hence, any combination (or even the best selection) of storysewentid have produced a
very low suspense level, which in return created similar susjpmrede across different story
generators. Another interpretation lies in the way the stosypsasented to the participants.
The first part of the stories formatted as a single papagravhich composed of

approximately 10 sentences were presented to the subjects atwdmcie normally took
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them a very short time to read. Thus, the subjects had difficulbging immersed into the
story and preparing themselves to anticipate the next event. A third reastia mdke high
similarity between stories. The stories created from the-$ugpense and low-suspense
modes overlapped in over 50% of the total number of story sentences.

When the stories are assumed to be good enough to raise suspenseifthenratings
across different generators may be caused by the genetaorselves. The human writer
may have performed relatively poorly on this job because hetivttgavas overconstrained
and thus she couldn’t show her best performance as a writer. dheflaifferentiation
between the system’s high-suspense mode and low-suspense mode caudeoeby the
algorithms being used. The current algorithm for low-suspense mkes tlae view that
highly causally related events would weaken the suspense that'se@aeés, and thus it
intentionally chooses those events. However, it is my observatiotht#ss causally related
events may compensate the suspense in other ways, since thegraisite the important
events in the story. Third, the subjects, who were recruited froama glesign class, could
be biased. Their comments about the stories revealed that theyewmreting attractive
characters and sophisticated narrative techniques such as converaigorthan assertive
sentences.

To make sure that these factors did not interfere with lateerewents, | made some
changes to the design of subsequent experiments. First, to deerdfstdifference in
suspense between stories | used the writer's low-suspense mgdasstbe base narrative
instead of using the story produced in the Suspenser’s low-suspense hodgitér's low-
suspenseful story overlaps with the system generated story b®39%. Second, rather
than showing a set of story events in a paragraph at once, eaaitsemés presented on a
screen and the subject was required to click a button to proceed to the next storyrexa
the subject’'s suspense was measured on a five-level scaledin$t@aseven-level scale.
These modifications were applied in the final experiment whictiescribed in the next

section.

87



4.4 Main Experiment
This section describes the experiment that | performed to eeadluateffectiveness of

stories that a complete implementation of Suspenser producesns ¢érsuspense. The
hypothesis for my study was to test if there was any &ggwt between the story generator
type (independent variable) and the suspense level of the gtepEndent variable). To test
this hypothesis, the suspense levels among the stories producedShgpanser in high-
suspense mode, b) a human author intended to create high suspense, launthar) author
intended to create low suspense were compared to detect ecaigrdfifference among them.

4.4.1Configuring the Experimental System
The values of the constant scaling factors used in the skeletonrtargdehown in Table

4.1 in Section 4.1.1. In this study, the causal chain value of an evemasssigaed 2.0 when

the event’s act type wanotivated acthat is in a causal relationship with a precondition of
the goal state in the story plan; the value of an event of atiéypes was assigned 0.0. The
function that reflects an event’s distance effBistEffect(a, pJn Eqgs. (1) and (4) returnetl

x (d + 1) whered denotes the distance from an action to the goal (i.e., the minimum numbe
of causal links that relate an action to the goal in a plan) in this study.

The values of the scaling factors for Heuristic Function 3, esitig the potential
suspense of an effect, that were used in this study are showbl&4T& To identify a series
of events that increases the suspense level, | applied thdkalgoshown in Figure 3.21. To
avoid interference caused by different story lengths, the number of seeptony, denoted,
was set to that of sentences that the human author selectatdeoht®r high suspense from
readers. The value of the threshdjdn the algorithm was assigned 0.07 from a number of
informal experiments. The event selection in the low-suspense wasleot evaluated in
this study.

The reader model contains three customizable parameters.aties’seknowledge, the
reader’'s plan preference and his plan reasoning resource lintfiislstudy, the reader’s
knowledge was assumed identical to the system’s plan libraésvere used to create the
input fabulas The reader model’s plan ranking function preferred short plans extbrf

flaws. Its reasoning resource limit was set to a search limit of 500 nodes.
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4.4.2Method

4.4.2 . 1Participants and design
A total of 98 unpaid subjects voluntarily took part in the experimentjngng age from 20

to more than 50 years old (42 males, 57 females, and one no responsEyuit2d from
NCSU communities including recently graduated under/graduate stualenoiss different
departments and 26 from internet female technical commungigs, (Systers.org). All
subjects were native-speakers of English.

The study utilized a repeated measured between group desigects were randomly
assigned to one of nine subject groups. These groups were areanogeding to a 3 x 3
Latin Square design (as in Table 4.9) to counter-balance the iateréefrom different
orderings of stories. From this design, a subject was shown osiernvef each of the three
fabulas

4.4.2.2Materials and apparatus

4.4.2.2. 1nput Fabulas
| used the same thrdabulasthat were created for the pilot study 3 described in Section

4.3.2.2. See the appendix A.3 for complete texts.

4.4.2.2.25uzhets from Fabulas
For the experiment, | prepared a total of ngjazhetsas shown in Table 4.11: three

sjuzhets—two stories by the human author and one story by Suspenser—for déheltloke
fabulas The system produced one story in the high-suspense mode under ithg sett
described in 4.4.1. To obtain human generated stories, | recruited orner Maslent
majoring in English at North Carolina State University. She \pessented with the
instruction sheet shown in Figure A.14 followed by the tifabelasand their corresponding
measurement point. She then was asked to select two serieseoicesrfor eacfabula one

to arouse high suspense and the other to arouse low suspense fromddrewlgen his
suspense level would be measured at a given point in the storyhisatudy | did not

constrain the number of sentences that she selected. As amesuwo versions of a story
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differed in size within a margin of 2. The complete texts canttd from the human

author’s and Suspenser selections are shown in Appendix A.4.

Table 4.11: Story materials: threefabulas and nine §uzhets

Story Generator Fabula A Fabula B Fabula C
Human Writer’s highly FAW FBW FCW
suspenseful story
Suspenser’s highly FAH FBH FCH
suspenseful story
Human Writer’s low FAL FBL FCL
suspenseful story

4.4.2.3Procedure
Each subject individually participated in the study by accessiwgb site. Each subject was

presented with three stories along with their backgrounds and wex tasrate his suspense
levels at one point in his reading each of the stories. Différemt pilot study 3, the stories
were presented to the subject sentence by sentence; oneopéagjeeri only one sentence
and a button click led the subject to the next page. After readengdrtion preceding the
measurement point sentence by sentence displayed on separajdh@agebject was asked
to describe his suspense level on a five-point scale basis rafngmg‘no suspense” to
“extremely suspenseful.” After responding to the question, the swisgecpresented with the
second part of the story sentence by sentence, followed by ea quagaining generic
guestions asking about story coherence and enjoyment on a five-asaerdnging from
“not at all” to “strongly agree.” The survey interface thais used in this study can be found

in Appendix A.4.

4.4.3Result
The collected data contained 294 responses from 98 subjects. To deteptifizant

difference between three story generators, | performed a on&N@YA on the collected
data using SAS version 9.1.3 SP4. In this analysis, two main effects warmedathe story

generator type and thiabulatype. Each type has three levels.
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Table 4.12: Data for Suspense

Means and standard deviations for suspense in each story generator type (N=98)

Suspenser in the high- Human author for high Human author for low
suspense mode suspense suspense
M SD M SD M SD
2.704 1.057 2.694 1.049 2.316 1.061
Means and standard deviations for suspense in each story type (N=98)
Fabula A FabulaB FabulaC
M SD M SD M SD
2.469 0.976 2.592 1.120 2.653 1.104
Means and standard deviations for suspense in each story and story generator
Story Generator N M SD
Suspenser 32 2.438 0.914
FabulaA Human-HS 33 2.667 0.890
Human-LS 33 2.303 1.104
Suspenser 33 2.727 1.126
FabulaB Human-HS 32 2.656 1.096
Human-LS 33 2.394 1.144
Suspenser 33 2.939 1.088
FabulaC Human-HS 33 2.758 1.173
Human-LS 32 2.250 0.950

NOTE: Human-HS denotes the human author’s selection intended to create high suspense
and Human-LS denotes the human author’s selection intended to create low suspense.

ANOVA summary table for Suspense

Source DF SS Mean F Value Pr>F
Square

Fabula 2 1.712 0.857 0.76 0.467

Generator 2 9.571 4,786 4.27 0.015

Fabula*Generator| 4 2.954 0.738 0.66 0.622
Error 285 319.760 1.122

As shown in Table 4.12, the data indicated that the story generatdragipn effect on
the suspense level (F(2, 285) = 4.27, p value = 0.015). The result alsotBhbtiefabula
type had no effect on suspense. No interaction effect was found betvwedabula type and
the story generator type (F(4, 285) = 0.66, p value = 0.622). Delspighbdrt sample stories,
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the subjects rated their experience of suspense is “moderaah(¥2.571/5.0, SD = 1.059)
on a five-point Likert scale. The system performance was suptridhe other story
generators in the categoriesfabulaB (Mean = 2.727, SD=1.126) arabula C (Mean =
2.939, SD =1.088).

A series of standard one-tailed t-tests were used to conffgpetformance of the three
story generators. Table 4.13 gives the results of pair-wise cmopaf means for suspense
from stories produced by different generators. The results iedilat the stories produced
by the system (Mean = 2.704) and the human author intended for high su@yfiease=
2.694) were rated as more suspenseful than the version produced by the guihman
intended for low suspense (Mean = 2.316) with a 99% of confidence (Suspgns@man-
LS t(194) = 2.56, p value = 0.006; Human-HS vs. Human-LS t(194)=2.50, p value = 0.007).

Table 4.13: One-tailed t-test analysis showing pair-wise compson of means for suspense.
Comparisons significant at the 0.01 level are indicated by **.

Generator Mean Generatar Mean| tvalue Pr>|t]|
Suspenser 2.704 Human-HS 2.694 0.07 0.473
Suspenser| 2.704 Human-LS 2.316 2.56 0.006**
Human-HS 2.694 Human-LS 2.316 2.50 0.007**

4.4.4Discussion
The data clearly show that the story generators had an infleenttee amount of suspense

that the subjects felt. In particular, the stories produced bpeBasr, the computational
model of story generation for suspense, created stories comparatlspense to those
produced by human authors intended for high suspense effect (Suspenser RIZéd;
Human author intended for high suspense Mean = 2.694). The resulthalgsdhat the
difference between the suspense levels felt by the subjeatsSuspenser’s story for high-
suspense and the human author’'s story for low-suspense was signiitara 99% of
confidence.
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To test if Suspenser selects appropriate content for the effeaspense, the Suspenser-
generated stories were compared with other types of storoemiant and size; the size of a
story was measured by counting the number of sentences uppoinhevhere the subjects’
suspense was measured. First, the comparisons of stories withize@spect to suspense
level indicate that text size of the stories used in theseestindid little effect on suspense.
The six stories generated by Suspenser and by the author intemdibeé high-suspense
treatments were identical in size (10 sentences for athtike types ofabulag. Suspenser-
generated stories were superior to the author-generated stbeieded for high suspense in
two categoriesfébulaB and C) and inferior to them in one categdap(laA). The author-
generated stories intended for low-suspense had different magr(@usiestences fdabula
A, and 9 sentences fdabula B and C). The shortest story (Human-LS fabula A)
produced a suspense level (Mean = 2.303) similar to the suspensepledkised by the
other two stories (Human-Lfabula B Mean = 2.394, Human-Lfabula C Mean = 2.250).
Second, the investigation of the contents of thesjgixhetsndicates that the set of stories for
high suspense effect differed in content from the set for low suspsffect. The story
created by the system overlaped that created by the haumtiaor intended for high suspense
in 50%-80% of the total number of story sentenéalsula A 50%, fabula B 60%,fabula C
80%). In contrast, the stories created for high suspense overlapstbthereated by the
author intended for low suspense in 20%-3@8bfla A 20%,fabulaB 20%,fabulaC 30%).
This means that the story event sets targeting high suspetigbeaset intended for low-
suspense tend to be mutually exclusive. The story events thautier selected for low
suspense were not related to the protagonist’s goals. This obseaggests a direction to
improve the algorithm for event selection in low-suspense mode. Insfeading the
skeleton, future work may consider the use of satellites as #ie bailding block for
creating stories in the low-suspense mode.

To test if the text quality affected the reader’s stamgnprehension, the subjects were
asked to rate the story coherency after reading each storgollbeted data suggest that the
text quality was good enough for the subjects to understand the .stnegarticipants

evaluated the given stories as relatively coherent (Mean = 2.938/56,1SI31). It is also
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noticeable that the system generated story (Mean = 3.208, SD = Wwa25)ated more
coherent than the author produced stories (intended for high suspense 18&8, SD =
1.075; intended for low suspense Mean = 2.649, SD = 1.061).

While the results of this study show that Suspenser was ieffeat generating
suspenseful stories, the design of the experiment does not all@vpost conclusively at
single reason for its effectiveness. In producing the safapldasused for this study, the
skeleton builder played a more important role than the suspenser dreeause of several
conditions that restricted the candidates for the algorithm in &ig20. First, attributing to
the small number of steps that constituting edabula when an initialfabula was
constructed, only a few steps remained available to be checlagplemental steps that
would increase the suspense level. Second, the plan representation thiedtudy did not
allow a plan to have conflicting goals. A plan structure used sivéisiearch was considered a
sound solution plan only when it contains no conflicts. In order totecreanflicting
situations—critical conditions for suspense—the characters’ gaais manually specified
to foster a compelling story. As a result, protagonist’s and anttfgoplans were often
related via causal relationships. For example, when the villgimés was to kill a famous
actress, | set his goal in the plan to be switching on a bomb éustallher car rather than
actually killing her. In this way, the villain’s goal was as&ahto be achieved even when the
bomb was disarmed, failing him to kill her. For the protagonist, hal \was set to be the
bomb being disarmed. When the planner constructed a solution to her gost,fdaund a
plan operator that disarmed the bomb. Because the ‘disarming the bemlrequired a
condition that the bomb had been switched on, the villain’s switchingcbon served to
support the protagonist’s plan rather than as a threat. As & @ssdund plan tended to
contain only a very few threatening steps, which make it diffficulthe suspense creator to
find candidates that would serve as supplemental actions for susffectelferedesign of
the experiment to use a more conflict-expressive plan représania needed to better

characterize the contribution of the suspense creator in the readers’ lavglefise.
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Chapter 5

Conclusions

The generation of stories by computers, with applications rariging computer games to
education and training, has been the focus of research by computéiignadts and Al
researchers for several decades. Although a number of appsobathe shown promise in
their ability to generate narrative, there has been littleareBeon creating stories for an
intended emotion.

This paper presents a computational model of suspense, exploringnitepicthat a
reader’s suspense level is affected by the number of sola@ilable to the problems faced
by a narrative’s protagonists (Brewer, 1996; Gerrig and BéonB994; Comisky and Bryant
1982; Carroll, 1984; Carroll, 1996; de Wied, 1994; Zillmann, 1996). When given a cemplet
story world, this model elaborates a story structure—content—timameaipulate reader
suspense at a specific point in its telling.

In constructing the story structure, this approach gaugesusipersse level that a reader
would feel by modeling the reader’s narrative comprehension usirgnaimgy technique.
This approach takes as input a partial plan indicating the portionstara that has been
conveyed so far and computes the reader’s anticipated suspezideakad on the inverse of
the number of solution plans that can be found to the protagonist’s galaésspace of plans
she can consider within her reasoning resources (i.e., reasoninghaiggilan library, a

resource bound representing her reasoning limit).
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To generate a partial plan that maximizes the reader’s s@spghessystem takes a plan
as input and selects a set of core events that have high camisattivity and that also play
an important role in the story as basic building blocks. The pplaalthen is supplemented
by harmful actions (e.g., those that conflcit with the protagenmpbals) that intensify the
reader’s suspense level.

The model has been implemented and formally evaluated. The adlatahfe experiments
have shown this system to be successful in selecting conterdlittiegt high suspense. In
particular, the data show that, in the context of my experimdm¢éspiodel was as effective

as a human author in generating suspenseful stories.

5.1 Future Work

Several aspects of the current model will be investigated aedded in future work. First,
the suspense level measuring function can be refined. The cumetion does not consider
the difficulty of achieving a plan; whereas, human readers alsodewnarious aspects of a
plan (e.g., size, the characters that it involves, readiness aitexits actions). In order to
devise a function that simulates a human’s cognitive process inngabgr suspense, a
probabilistic planning technique could be employed. Second, the current apdosschot
attempt to model the reader’s learning process during her uneptusa story. Learning can
occur when a story plan contains an action instantiated from an opleite missing in the
reader’s plan library. The current system assumes thae#denr's knowledge is identical to
the system’s knowledge when the input fabula is created. Thissntleat every event that
composes a story is guaranteed to be understandable and inferableclagers. This limits
the use of narrative for educational purposes. As Bruner (1991) points oativeaserves
not only as an entertainment but also as an intellectual tool: peegeive and understand
the world in part through stories. Thus, it will be quite intriguiagrtodel deficiencies in
their knowledge, especially from a pedagogical perspective.

My current approach takes as inpuahula which includes every incident that occurs in
the story world. As a result, the model may require additional adungtto be incorporated
in an interactive setting in which actions involving the user-conttottbaracters are

determined as the story unfolds. | plan to extend this model toatiteranvironments by
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expanding previous related work on narrative replanning techniques (Radtfo$ and
Young, 2003; Harris and Young, 2005).

Also in future work, a story generation architecture that alloles bidirectional
interaction among théabula sjuzhet and discourse layers could augment the system’s
suspense generating techniques. For example, the technique of postporyingsstiortion
has been widely employed to invoke reader suspense in human-authorédesarfa this
end, MINSTREL (Turner, 1994) inserts additional events relating thtagwnist’'s struggles
in between the story’s climax and its resolution. With a bidoeat interaction model,
Suspenser could notify tHabula creator of an updatddbula,incorporating auxiliary events
that situate the protagonist in a seemingly dangerous positiorwiki&ethefabula and the
sjuzhetcould be adjusted upon request from the discourse generator. For instdihoeng
a scene, the discourse generator may find no spots to capturdfiedshot of characters
due to the physical setting that the curriadttula provides. Bidirectional interaction would

allow thefabulato be replaced with a nefabulato fix this problem.

5.2 Concluding Remarks

Story narratives should entertain their readers. To date, gtrgration systems have
focused on creating logically sensible stories rather than ewpatpries. They also have
focused on means used to create original story worlds, but feseattave shown little
interests in the problems involved in conveying a given story worldaders for a specific
effect. Although human storytellers carefully select tellasents in stories considering the
individual hearer’s expected mental activity (and its limitafiposly a few researchers have
explored these aspects of storytelling. To my knowledge, thisnsystanique in aiming to
generate suspenseful stories by modeling a storyteller elects relevant story elements
based on the reader's reasoning process. | believe that this wlbrkenefit the Al
community by motivating research on affective story generatwnpfoviding various

emotional experiences for users.
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Appendix A

Evaluation Materials

This appendix describes the evaluation materials used for the gioéestudies and one
large-scale empirical experiment that | conducted to evaluateffloacy of Suspenser.
Section A.1 shows the materials used for pilot study 1 that wesignadel to test if the
skeleton builder effectively extracts important events in a stomypared with human
subjects. The material for pilot study 1 was presented on a pepaged questionnaire.
Section A.2 shows the materials used for pilot study 2 designedIt@atvthe effectiveness
of the skeleton builder and heuristic functions used in the suspereterccemponent.
Section A.3 shows the materials used for pilot study 3, which wagnéesfor testing the
same efficacy as pilot study 2 and the interface for the emeetal study. Section A.4
shows the materials used for the main experimental study designed toertbasefficacy of
Suspenser in generating suspenseful stories compared with a human Fntdby,. pilot

study 2, pilot study 3, and the experimental study employed a wel-lsasvey to present

the materials.
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A.1 Evaluation Materials for Pilot Study 1

Pre-Experiment Questionnaire

Please complete the following list of questions. You may choose to NOT raansyvef the
following questions by selecting “No response”.

1

N

w

D

(21

»

\l

(0]

. Gender:

. Age Group:

Female Male No response
18-19 20-24 25-29 30-34
35-39 40-49 50+ No response

. Race (select one or more):  American Indian or Alaska Native

Asian

African American

Hispanic or Latino

Native Hawaiian or Other Pacific Islander
White

No response

. Major (please write down your major and minor if any):

. Year in School:

. Language:

. Marriage Status:

. Children:

Freshman Sophomore Junior Senior
Masters PhD Other No Response

English as a native language
English as an official language in your country
English as a foreign language

Single Married Other No response
No children 1 child
2 children 3+ children  No response

Figure A.1: Pre-Experiment Questionnaire
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Story Summarization

The purpose of this survey is to measure the quality of a system whiolesizes a story.
Please read the following stories and complete the questions as tpegsamtedPlease do not
look ahead or flip back the pages.

Story Background:

A rich villain named Dr. Evil is planning to rule the world. To berhler of the world, he needs
the President to be eliminated. However, the White House is a seaceentiere only invited
people can enter. While Dr. Evil is plotting to rule the world, thesident has of goal of inviting
wealthy people to the White House to raise money for education. In a nearldy stibur
Washington, a father named Tom, who has a six-year old son Ben, is too poor tolauy Be
Christmas present. Tom has a ring that was given to him by his wife. Unkndom, the ring is
magical, providing its wearer with absolute power over others. Tom’dgytuafet a toy for Ben’s
Christmas present; Tom knows that Dr. Evil has a toy that he’'s wiihigde for Tom’s ring.

Story:

Tom traveled to Dr. Evil's castle (to trade his ring for Dr. Evil's)toy

Tom traded his ring for Dr. Evil's toy. As a result, Tom obtainedttly that Ben wants to
have and Dr. Evil obtained the ring of absolute power.

3. Tom traveled back to his house, and went up to the Christmas tree.

4. Tom put the toy under the Christmas tree.

5. Ben walked from his room to the Christmas tree.

6. Ben found his Christmas present—the toy that Tom left.

7

8

9

N

Dr. Evil went to the Wachovia bank to withdraw money from his bank account.
Dr. Evil withdrew enough cash from his account to buy a gun.
. Dr. Evil traveled to a gun store.

10. Dr. Evil bought a gun.

11. The President invited Dr. Evil to the fund-raising event at the &\Hhdtuse.

12. Dr. Evil traveled to the White House.

13. Dr. Evil used the ring of absolute power to put all the Secret Seagiets to sleep; as a
result, there was no one around the president.

14. Dr. Evil shot the president with his gun and became the ruler of theé.wor

1. If you were to tell the above story to your friends in five sengnaeich sentences would you
pick to include in the story? Please write down the numbers for trensestto include in the
summary.

2. Why did you choose those particular sentences? Please provide dims reasy. You can
choose not answer by skipping this question.

Figure A.2: First Page of Survey
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3. Please rank each of the following sentences from 1, which is the mosiainigwent, to 14,
which is the least important event, on the left-most column of the table.béou may choose
to NOT answer any of the following questions by skipping this question.

Rank | Sentences

1. Tom traveled to Dr. Evil's castle (to trade his ring for Dr. Evil's)toy

2. Tom traded his ring for Dr. Evil's toy. As a result, Tom obtainedttly that
Ben wants to have and Dr. Evil obtained the ring of absolute power.

3. Tom traveled back to his house, and went up to the Christmas tree.

4. Tom put the toy under the Christmas tree.

5. Ben walked from his room to the Christmas tree.

6. Ben found his Christmas present — the toy that Tom left.

7

8

9

Dr. Evil went to the Wachovia bank to withdraw money from his bank accou
Dr. Evil withdrew enough cash from his account to buy a gun.
. Dr. Evil traveled to a gun store.

10. Dr. Evil bought a gun.

11. The President invited Dr. Evil to the fund-raising event at the &\Hhituse.

12. Dr. Evil traveled to the White House.

13. Dr. Evil used the ring of absolute power to put all the Secret Senyargsato

sleep; as a result, there was no one around the president.
14. Dr. Evil shot the president with his gun and became the ruler of thd.wor

4. Rate the following goal from the story in terms of its significandbe story's main point:
The President's goal of raising money for education

1) Not significant

2) Marginally significant
3) Somewhat significant
4) Very significant

5) Extremely significant

5. Rate the following goal from the story in terms of its significaodbe story's main point:
Tom'’s goal of pleasing Ben with a Christmas present.

1) Not significant

2) Marginally significant
3) Somewhat significant
4) Very significant

5) Extremely significant

Figure A.3: Second Page of Survey
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6. Rate the following goal from the story in terms of its significaodbe story's main point:

Question 7 relates just to the following paragraph:

7. How well do you think the paragraph above represents the story?

1)
2)
3)
4)

Dr. Evil's goal of being the ruler of the world.

1) Not significant

2) Marginally significant
3) Somewhat significant
4) Very significant

5) Extremely significant

Tom traded his ring for Dr. Evil's toy. As a result, Tom obtainedttly that Ben wants to
have and Dr. Evil obtained the ring of absolute power. Ben found his Christesesit—

the toy that Tom left. The President invited Dr. Evil to the fundrrgisvent at the White
House. Dr. Evil traveled to the White House. Dr. Evil shot the presidénhis gun and
became the ruler of the world.

better than those that | selected.
equally well as those that | selected.
less well than those that | selected.
no response.

Figure A.4: Third Page of Survey
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Post-Experiment Questionnaire

Please complete the following list of questions. You may choose to NOT raausyvef the
following questions by skipping those questions.

1. Please write any suggestions about the story.

2. Please write any suggestions about the experimental method.

Figure A.5: Post-Experiment Questionnaire

113



A.2 Evaluation Materials for Pilot Study 2

The purpose of this survey is to measure the suspense level from atgiyeRlsase carefully
read the following story and complete the questions as they are pdeddmsestory will not be
shown again. And click the button "Next page" when you complete reading.

Story Background

In 2020 mankind faces severe environmental problems. The process of dasertifi
spreads to North America, and shrinking glaciers have raised staifgnificantly.

An environmentalist named Mr. Greenpeace, head of the biggest environmental
foundation in the world, is aware of these urgent problems, and plans to pdrsuade
U.S. President to take prompt actions to prevent disaster. Meanwhile vélain

named Dr. Evil is planning to assassinate the President. His ptacsraplicated by

the security in place at the White House, where only people with invéateomenter.

In a nearby suburb of Washington, a man named Tom, who is the father of a six-year
old boy named Ben, is hoping to give his son a Christmas present. Unfortunately, Tom
is too poor to buy Ben a Christmas present. Tom has a shiny silver ring thavevas g
to him by his wife. Unknown to Tom, the ring is magical; when worn, the ring can
send out a magical pulse that will knock out anyone within a ten foot radius Tom
goal is to get a toy for Ben's Christmas present; Tom knows that Dhadsvd toy that
he's willing to trade for Tom's ring.

Story

Mr. Greenpeace made a speech about the importance of taking actionatetgedi

save the world. The President gave the promised government financialtsapgyor
Greenpeace's foundation. Tom traded his ring for Dr. Evil's toy. As &, rEsm

obtained the toy that Ben wanted and Dr. Evil obtained the ring. Tom put the toy
under the Christmas tree. Ben found his Christmas present--the toy thaaff.dom. |

Evil went to a bank to withdraw money from his bank account. Dr. Evil bought a gun.
Dr. Evil registered for a hypnosis class to learn how to hypnotize peoplaviyga

shiny object before their eyes. Dr. Evil traveled to the White House Mbuged the

ring of power to put all the Secret Service agents to sleep; aslia tlesre was no one
guarding the president. Dr. Evil fired his gun at the President.

Next Page

Figure A.6: Story Sheet for the Questionnaire in the Study
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1. How much suspense did you feel from this story?

> A lot
L2 Moderate
L Alittle
> Not at all

Next Page

2. Do you think President will survive?
Eoves E No

Next Page

3. How much did you enjoy the story?
G A lot

G Moderate

L Alitte

L Not at all

Next Page

Figure A.7: Questions in the Survey
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Input Fabula

[1] Mr. Greenpeace traveled from the Amazon to the US CapbMr. Greenpeace made
speech about the importance of taking action immediately to teavevorld. [3] The Presider
announced that he would raise funds to support Mr. Greenpeace’s erantahfioundation an
whoever donated more than million dollars would be invited édv/tthite House for a fund-raisir
celebration party. [4] Dr. Evil watched the TV and found out ghdbnation would get him invite
to the White House. [5] Dr. Evil donated a million dollars to theitéVHouse. [6] The Preside
traveled to the White House. [7] The President invited BMil to the fund-raising celebratin
event. [8] The President gave the promised government fihasuggort to Mr. Greenpeacs
foundation. [9] Tom traveled to Dr. Evil's castle. [10] Tom trattesdring for Dr. Evil's toy; as &
result, Tom obtained the toy that Ben wanted and Dr. Eviliredadathe ring. [11] Tom travele
back to his house, and went up to the Christmas tree. [12] Tom ptdythender the Christma
tree. [13] Ben walked from his room to the Christmas tree.B&4) found his Christmas present
the toy that Tom left. [15] Dr. Evil went to a bank to withdraneney from his bank account. [1
Dr. Evil withdrew enough cash from his account to buy a gun anebtster a hypnosis class. [1
Dr. Evil traveled to a gun store. [18] Dr. Evil bought a gun. [19]EMil registered for a hypnos
class to learn how to hypnotize people by waving a shiny obgfotebtheir eyes. [20] Dr. Ev
took a hypnosis class; as a result, he knew how to hypnotize peoplavityg a shiny objec
before their eyes. [21] Dr. Evil traveled to the White House. [@2Evil used the ring of power
put all the Secret Service agents to sleep; as a,résuieé was no one guarding the president. [23]
Mr. Greenpeace traveled to the White House. [24] Dr. il his gun at the President. [25] At
the last moment, Mr. Greenpeace rescued the President by pushing him ouwtapf.the

e

= NoJorvae g0 T2y

Figure A.8: Input Fabula
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Story by a Professional Writer

Dr. Evil donated a million dollars to the White House. Tomdlad to Dr. Evil's castle (to trad

e

his ring for Dr. Evil's toy). Tom traded his ring for Dr. Evitoy. As a result, Tom obtained the

toy that Ben wanted and Dr. Evil obtained the ring. Tom teavback to his house, and went

up

to the Christmas tree. Ben walked from his room to the Christrea. Ben found his Christmas

present--the toy that Tom left. Dr. Evil traveled to a gun store. Dr. Evil bougm.eDr. Evil took
a hypnosis class; as a result, he knew how to hypnotize peopaMyg a shiny object befor

e
their eyes. Dr. Evil traveled to the White House. Dr. Egéd the ring of power to put all the

Secret Service agents to sleep; as a result, theraomase guarding the president. Dr. Evil fired

his gun at the President.
Story by someone is not a professional writer

The President announced that he would raise funds to support Mr. GresEsEra/ironments

foundation and whoever donated more than million dollars would be inaitdae tWhite House
for a fund-raising celebration party. Dr. Evil watched the Tid found out that a donation would

get him invited to the White House. The President invited Bit.t& the fund-raising celebratin

for Dr. Evil's toy. As a result, Tom obtained the toy that Bentec and Dr. Evil obtained th
magical ring. Tom put the toy under the Christmas tree. Benedadifom his room to th

g
event. Tom traveled to Dr. Evil's castle (to trade mg fior Dr. Evil's toy). Tom traded his ring
e

Christmas tree. Dr. Evil traveled to a gun store. Dr. Bwilght a gun. Dr. Evil took a hypnosi

class; as a result, he knew how to hypnotize people by waving aathaot before their eyes. D
Evil traveled to the White House. Dr. Evil used the ring of potgeput all the Secret Serviq
agents to sleep; as a result, there was no one guardipgetident. Mr. Greenpeace traveled
the White House. Dr. Evil fired his gun at the President.

Figure A.9: Stories Produced by Humans
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High Suspense Story by computer

Mr. Greenpeace made a speech about the importance of takiog acthediately to save th
world. The President announced that he would raise funds to supporiGidenpeace’
environmental foundation and whoever donated more than million dollarsl Weuhvited to the
White House for a fund-raising celebration party. Dr. Evitolad the TV coverage of th

President’s announcement and learned that a donation would getvited to the White House.

Dr. Evil donated a million dollars to the White House. Thesklent invited Dr. Evil to the fund
raising celebrating event. The President gave the prommesirgnent financial support to M

Greenpeace's foundation. Tom traded his ring for Dr. Evil'sAeya result, Tom obtained the toy

that Ben wanted and Dr. Evil obtained the ring. Ben found his Christmas preseni-inat fTom
left. Dr. Evil went to a bank to withdraw money from his baokaaint. Dr. Evil bought a gun. D
Evil registered for a hypnosis class to learn how to hypnotize pbgpleaving a shiny objec

before their eyes. Dr. Evil traveled to the White House.HY1il. used the ring of power to put all

[72)
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the Secret Service agents to sleep; as a result, waer@o one guarding the president. Dr. Evil

fired his gun at the President.

Low Suspense Story by computer

Mr. Greenpeace made a speech about the importance of takiog cthediately to save th
world. The President gave the promised government financial suppdvtr. Greenpeace
foundation. Tom traded his ring for Dr. Evil's toy. As a result, Tabtained the toy that Be
wanted and Dr. Evil obtained the ring. Tom put the toy under thist@tais tree. Ben found h
Christmas present--the toy that Tom left. Dr. Evil went toaak to withdraw money from h
bank account. Dr. Evil bought a gun. Dr. Evil registered for pnbgis class to learn how
hypnotize people by waving a shiny object before their eyes. Ditr&weled to the White Housé
Dr. Evil used the ring of power to put all the Secret Seraigents to sleep; as a result, there
no one guarding the president. Dr. Evil fired his gun at the President.

was

Figure A.10: Stories Produced by Suspenser
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A.3 Evaluation Materials for Pilot Study 3

=

Hw

Background

The lunatic supervillian known as Jack has been developing bialog&apons of devastatin
proportions. To accomplish the final stages of weapon developmentdhapgied the famod
scientist, Dr. Cohen, and brought him to his private fortresskete®n Island. Jack expected tf
the FBI would soon send Smith, their top agent, to rescue Dr. Cohereepotle troublesom
Smith out of his hair, Jack ordered his own agent, Erica, to monitith &nd capture him if he
assigned to Dr. Cohen's rescue operation.

Story

Erica installs a wiretap in Smith's home while he is away.

Erica eavesdrops on the phone conversation in which Smith is given théooesgue Dr.
Cohen.

Erica meets with Smith.

Erica tells Smith that her father was kidnapped by Jack and taken to Skslatoh &nd she
asks Smith to save her father.

Erica gives Smith the blueprints of Jack's fortress, with hkeefatcell marked.

Erica provides Smith with a boat for transportation to Skeleton Island.

Before going to the island, Smith hides a diamond in his shoe.

Smith goes to the port containing Erica's boat.

Smith rides the boat to Skeleton Island.

. Smith sneaks into the cell marked on the map containing Erica's father.
. Jack and his guard capture Smith as he enters the cell.

. The guard disarms Smith.

. The guard locks Smith into the cell.

. Smith bribes the guard with the diamond in his shoe.
. The guard unlocks the door.

. Smith leaves the cell.

. Smith sneaks to the lab where Dr. Cohen is captured.
. Smith fights the guards in the lab.

. Smith takes Dr. Cohen from the lab.

. Smith and Dr. Cohen ride the boat to shore.

g

nat

Figure A.11: Fabula A. The point where the reader’s suspense level was measurezthkeen the
sentence 13 and the sentence 14.
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Background

In 2020 mankind faces severe environmental problems. The procdssetfification spreads
North America, and shrinking glaciers have raised sea kyeificantly. An environmentalis
named Mr. Greenpeace, head of the biggest environmental fmmdatthe world, is aware @
these urgent problems, and plans to persuade the U.S. Presideset pootalt actions to preve
disaster. Meanwhile, a rich villain named Dr. Evil is planningassassinate the President.

plans are complicated by the security in place at the Whitesé] where only people wi
invitations can enter. In a nearby suburb of Washington, a man nesnedwvho is the father of
six-year old boy hamed Ben, is hoping to give his son a Chrigineaent. Unfortunately, Tom

too poor to buy Ben a Christmas present. Tom has a shiny silgethat was given to him by h
wife. Unknown to Tom, the ring is magical; when worn, the ring ®&nd out a magical pulse th
will knock out anyone within a ten foot radius. Tom's goal is toagéty for Ben's Christma
present; Tom knows that Dr. Evil has a toy that he's willing to trade folsTring.

Story

Mr. Greenpeace traveled from the Amazon to the Capitol.

Mr. Greenpeace gave a speech about the importance of taking actiediately to save the

world.

3. The President announced that he would raise funds to support Mr. Greenpeace’s
environmental foundation and whoever donated more than million dollars would bd tovi
the White House for a fund-raising celebration party.

4. Dr. Evil watched the TV and found out that a donation would get him invited WWitlite

House.

Dr. Evil donated a million dollars to the White House.

The President invited Dr. Evil to the fund-raising celebrating event.

The President gave the promised government financial support to Mr. Gaeefyp

foundation.

8. Tom traded his ring for Dr. Evil's toy; as a result, Tom obtainedajp¢hat Ben wanted and
Dr. Evil obtained the ring.

9. Tom put the toy under the Christmas tree.

10. The next day on Christmas, Ben found his Christmas present—the toy that Tom left

11. Dr. Evil withdrew enough cash from his account to buy a gun and to register a hyjeessis

12. Dr. Evil bought a gun.

13. Dr. Evil registered for a hypnosis class to learn how to hypnotize peoplavdygra shiny
object before their eyes.

14. Dr. Evil took a hypnosis class; as a result, he knew how to hypnotize peopleihg &av
shiny object before their eyes.

15. Dr. Evil used the ring of power to put all the Secret Service agent®em akea result, there
was no one guarding the president.

16. Mr. Greenpeace traveled to the White House.

17. Dr. Evil fired his gun at the President.
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18. At the last moment, Mr. Greenpeace rescued the President by pushing himheuway

Figure A.12: Fabula B. The point where the reader’s suspense level was measuietween the
sentence 17 and the sentence 18.
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Sykes is the owner of the Hollywood Theater, which was once pmspbut has now become
dilapidated and is in need of major renovations. Sykes has dcarsigable gambling debt, and
with his theater in shambles, he has no means with which to pagck He is constantly
threatened by his crooked debtors. Janet is a famous actresiresiths of winning an Oscar, an
acting award. She is jealous of the actress Agatha, who htender for the Oscar this year and
also is well-known for her active involvement in charity. Jatews a number of scoundrels
including a guy named Kent, a bomb dealer. Agatha is in love withaBio serves as a lieutenant
in the Los Angeles Police Department's Serious Crime squad.kieves that Agatha is planning
to go to the Charity Bazaar for the Poor to be held in Malbd Theater. To ensure that she will
win the award, Janet plans to kill Agatha during the charity event.

10.
11.
12.
13.
14.
15.
16.
17.

18.
19.

Background

Story
Janet convinces Sykes to participate in her plan to kill Agatha by convimomtpat if he
participates, he will be able pay off his gambling debts.
Janet and Sykes plan to burn down Sykes’ theater to get the insurance money agathdl A
during the charity bazaar.
Sykes borrows some money from the bank by mortgaging his theater.
Sykes buys insurance to cover his loss in case of a fire.
Janet gives Kent’'s contact information to Sykes and informs him ofs<exyertise with
firebombs.
Kent takes a bomb to the Hollywood Theater and meets with Sykes.
Sykes purchases the firebomb.
Sykes installs the firebomb.
The lieutenant, Bill, issues a warrant permitting the arrest of féemis illegal weapons
dealing.
Bill arrests Kent.
Bill coaxes Kent to give information in exchange for releasing him.
Kent informs Bill that Sykes is planning to firebomb his own theater dtin@gharity event.
Bill releases Kent for his cooperation.
Agatha goes to the theater for the charity event.
Sykes sets the timer of the firebomb to explode during the charity event.
Sykes switches on the firebomb.
Bill searches for the firebomb in the theater.

Bill defuses the firebomb.
Agatha participates in the charity event.

Figure A.13: Fabula C. The point where the reader’s suspense level was measuregvioeen the
sentence 18 and the sentence 19.
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The purpose of my experiment is to measure the performance ebmygutational program i
creating suspense from readers compared with that of a human author.

=)

For each story, | marked a poilit A reader’s suspense level will be measured when she| read
events preceding. After the measurement, she will proceed to read the relsé sitory and at th
end of the story she shall respond to her suspense level again. Badahd measurement will npt
be used as significant data to my experiment. It will be usedvamiyh additional explanation s
needed.

D

First, please select some events from each of the follostorges that arouse the highest suspense
from the reader at the time Gf In your selection, you may circle the index number of each
sentence. Please be aware that the story constructed fronseleated events should be read

coherent from the reader’s perspective. You can't reorder the events.

Second, please repeat the same task to arouse the lowest sugperise feader at the time f

Figure A.14: Instruction Sheet for the Human Author
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Fabula A Background

The lunatic supervillian known as Jack has been developing bialogiEapons of devastating
proportions. To accomplish the final stages of weapon developmentdhapgied the famous

scientist, Dr. Cohen, and brought him to his private fortresskete®n Island. Jack expected that

the FBI would soon send Smith, their top agent, to rescue Dr. Cohen.epahe troublesom
Smith out of his hair, Jack ordered his own agent, Erica, to monitith &nd capture him if he i
assigned to Dr. Cohen's rescue operation.

FAW

Erica eavesdrops on the phone conversation in which Smith is tigeorder to rescue Dr. Cohen.

Erica tells Smith that her father was kidnapped by Jack &ed ta Skeleton Island, and she a
Smith to save her father. Erica gives Smith the blueprinflack's fortress, with her father's ¢

marked. Smith goes to the port containing Erica's boat. Smith tideboat to Skeleton Island.

Smith sneaks into the cell marked on the map containing &father. Jack and his guard capt
Smith as he enters the cell. The guard locks Smith into the cell.

FAH
Erica tells Smith that her father was kidnapped by Jack &ed ta Skeleton Island, and she a

sks
ell

sks

Smith to save her father. Erica gives Smith the blueprintlack's fortress, with her father's cell

marked. Smith rides the boat to Skeleton Island. Smith srietikshe cell marked on the map

containing Erica's father. Jack and his guard capture Smité asters the cell. The guard disaims

Smith. The guard locks Smith into the cell.

FAL

Erica eavesdrops on the phone conversation in which Smith is tigeorder to rescue Dr. Cohen.

Erica tells Smith that her father was kidnapped by Jack &ed te@ Skeleton Island, and she a

Smith to save her father. Before going to the island, Smith hidesrid in his shoe. Smith rides

the boat to Skeleton Island. Smith sneaks into the cell mhankehe map containing Erica's fath
Jack and his guard capture Smith as he enters the ceth Biihies the guard with the diamond
his shoe.

Figure A.15: Suzhets Produced from Fabula A for the portion before suspense mesaured
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Fabula B Background

In 2020 mankind faces severe environmental problems. The procdssetfification spreads
North America, and shrinking glaciers have raised sea kgeificantly. An environmentalis
named Mr. Greenpeace, head of the biggest environmental fmmdatthe world, is aware @
these urgent problems, and plans to persuade the U.S. Presideset pootakt actions to preve
disaster. Meanwhile, a rich villain named Dr. Evil is planningassassinate the President.

plans are complicated by the security in place at the Whitesé] where only people wi
invitations can enter. In a nearby suburb of Washington, a man nesnedwvho is the father of
six-year old boy hamed Ben, is hoping to give his son a Chrigineaent. Unfortunately, Tom

too poor to buy Ben a Christmas present. Tom has a shiny siigethat was given to him by h
wife. Unknown to Tom, the ring is magical; when worn, the ring ®&nd out a magical pulse th
will knock out anyone within a ten foot radius. Tom's goal is toagéty for Ben's Christma
present; Tom knows that Dr. Evil has a toy that he's willing to trade folsTring.

FBW

Dr. Evil watched the TV and found out that a donation would getihwited to the White Houseg.

The President invited Dr. Evil to the fund-raising celebragrgnt. Tom traded his ring for D
Evil's toy; as a result, Tom obtained the toy that Ben waaneldDr. Evil obtained the ring. D
Evil withdrew enough cash from his account to buy a gun and tdeegifiypnosis class. Dr. E\
bought a gun. Dr. Evil registered for a hypnosis class to learn how to fagpebple by waving
shiny object before their eyes. Dr. Evil took a hypnosis ckss; result, he knew how to hypnot
people by waving a shiny object before their eyes. Dr. E¥itlube ring of power to put all th
Secret Service agents to sleep; as a result, there vaserguarding the president. Mr. Greenpeg
traveled to the White House.

FBH
Mr. Greenpeace traveled from the Amazon to the Capitol. Mr.Mpesee gave a speech about
importance of taking action immediately to save the world. Tiesiékent invited Dr. Evil to the
fund-raising celebrating event. Tom traded his ring forEil's toy; as a result, Tom obtained t
toy that Ben wanted and Dr. Evil obtained the ring. Tom put the toy tinel€®hristmas tree. Th
next day on Christmas, Ben found his Christmas present--théaby¥om left. Dr. Evil withdrew

enough cash from his account to buy a gun and to register a hypnssidiiaEvil bought a gun.

Dr. Evil fired his gun at the President.

FBL

Mr. Greenpeace gave a speech about the importance of taking swimediately to save th
world. The President invited Dr. Evil to the fund-raisingebeating event. Tom traded his ring {
Dr. Evil's toy; as a result, Tom obtained the toy that Ben waanddDr. Evil obtained the ring. D
Evil withdrew enough cash from his account to buy a gun and tdeegifiypnosis class. Dr. E\
registered for a hypnosis class to learn how to hypnotize peopdating a shiny object befor
their eyes. Dr. Evil took a hypnosis class; as a result, he koemto hypnotize people by wavir]
a shiny object before their eyes. Dr. Evil used the ring of ptovput all the Secret Service age
to sleep; as a result, there was no one guarding the presidefitrédnpeace traveled to the Wh
House. Dr. Evil fired his gun at the President.
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Figure A.16: Suzhets Produced from Fabula B for the portion before suspense measured
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Fabula C Background

Sykes is the owner of the Hollywood Theater, which was once pmspbut has now become

dilapidated and is in need of major renovations. Sykes has dcarsizable gambling debt, a
with his theater in shambles, he has no means with which to pagck He is constantl
threatened by his crooked debtors. Janet is a famous actresiresiths of winning an Oscar,

acting award. She is jealous of the actress Agatha, whao cohtender for the Oscar this year g
also is well-known for her active involvement in charity. Jatetws a number of scoundrg

including a guy named Kent, a bomb dealer. Agatha is in love withaBio serves as a lieutenant

in the Los Angeles Police Department's Serious Crime squad.kieves that Agatha is plannin
to go to the Charity Bazaar for the Poor to be held in HollywHoehter. To ensure that she W
win the award, Janet plans to kill Agatha during the charity event.

FCW
Janet and Sykes plan to burn down Sykes' theater to gétsinance money and kill Agath
during the charity bazaar. Janet gives Kent's contact infmmm# Sykes and informs him ¢

Kent's expertise with firebombs. Kent takes a bomb to the Wollg Theater and meets with

Sykes. Sykes purchases the firebomb. Sykes installs therfite Kent informs Bill that Sykes
planning to firebomb his own theater during the charity eventthaggoes to the theater for t
charity event. Sykes sets the timer of the firebomb to explodimg the charity event. Syke
switches on the firebomb. Bill searches for the firebomb in thegheat

FCH
Janet and Sykes plan to burn down Sykes' theater to gatsilm@ance money and kill Agath
during the charity bazaar. Janet gives Kent's contact infmmm# Sykes and informs him ¢
Kent's expertise with firebombs. Sykes purchases the firebomlargiits Kent. Kent informs Bi
that Sykes is planning to firebomb his own theater during thatghevent. Bill releases Kent fg
his cooperation. Agatha goes to the theater for the chasetyt.e8ykes switches on the firebon
Bill searches for the firebomb in the theater.

FCL
Janet convinces Sykes to participate in her plan to kiktldag by convincing him that if h
participates, he will be able pay off his gambling debts. Kekes a bomb to the Hollywoqg
Theater and meets with Sykes. Sykes purchases the firebdirdor&ts Kent. Bill coaxes Kent t
give information in exchange for releasing him. Agatha godbkddheater for the charity ever
Sykes sets the timer of the firebomb to explode during the ghar@nt. Sykes switches on t
firebomb. Bill searches for the firebomb in the theater.
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Figure A.17: Suzhets Produced from Fabula C for the portion before suspense mesaured

125



e me NSty o [ TNTe 0%
Fle Edit %ew Go Bookmarks Tools  Help
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<Z| - LL,‘ - @ @ | http:)fliquidnarrative.csc.nesu.edufclassesfescdil fsurveypilobstudyFall 2006 /process. php D @ a0 Gl,

- [E]x]

The pupose of this survey is to measure the suspense level from a given story. Please carefully read the
following story and complete the questions as they are presented. This story will not be shown agam. And
click the button "Next page" when you complete readmg

First Story Background

Sykes is the owner of the Hollywood Theater, which was once prosperous but has now become dilapidated and is in need of
major renovations. Sykes has accrued a sizable gambling debt, and with his theater in shambles, he has no means with which to
pay it back. He 1z constantly threatened by his crooked debtors. Janet is a famous actress with dreams of winning an Oscar, an
acting award. She iz jealous of the actress Agatha, who is her contender for the Oscar this year and also is well-known for her
active involvement in charity. Janet knows a number of scoundrels including a guy named Kent, a bomb dealer. & gatha is in love
with Bill, who serves as a lieutenant in the Lo Angeles Police Department's Serious Crime squad. Janet knows that Agatha is
planning to go to the Charity Bazaar for the Poor to be held in Hollywood Theater. To ensure that she will win the award, Janet
plans to kill Agatha during the charity event.

Story

Janet and Sykes plan to burn dewn Syles' theater to get the msurance money and kall Agatha during the charty bazaar. Janet
mves Eent's contact information to Sykes and informs him of Eent's expertise with firebombs, Sylees purchases the firebomb.
Bill arrests Eent. Eent mforms Bill that Sykes 15 planung to firebomb lus own theater dunng the charity event. Bill releases Eent
for his cooperation. Agatha goes to the theater for the charity event. Sylees switches on the firebomb. Bill searches for the
firebomb mn the theater.

Done

Figure A.18: First Page of Web Surveynterface
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Fle Edit %ew Go Bookmarks Tools  Help
; —
Q‘Q - B - @ (X @ ] hktpef fiquidnarrative. csc.nesu. sdufclassesicsc48 1 fsurveyipilobstudyf al 2008 Firstmeasure . php HE ® s |[C

1. How much suspense did you feel from this story on a 7-point scale where 7 means 'extremely suspenseful' and 1 means 'no
suspense at all'

07 (Estremely suspensefil)
Qs

05

Q4

O3

Oz

21 (Mot at all)

Done

Figure A.19: Second Page of Web Survey Interface Which Measuresatisuspense Level that
the Reader Feel
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Mozilla Fireiox - [B]x]

Fle Edit %ew Go Bookmarks Tools  Help 1::}

@ - |:> - @ @ |D http:fliquidnarrative. csc.nesu. edufclassesfescdi fsurvey pilat sbudyF all2006Firststoryafter . php ® & “Q, ‘
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Story

Bill defuses the firebomb. Agatha participates in the charity event.

Done

Figure A.20: Third Page of Web Survey Interface Showing the Sty after the Suspense Level
Measurement point
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A.4 Evaluation Materials for the Experiment

The lunatic supervillian known as Jack has been developing bialog&apons of devastatin
proportions. To accomplish the final stages of weapon developmentdhapged the famod

assigned to Dr. Cohen's rescue operation.

FAW

Smith to save her father. Erica gives Smith the blueprintiaok's fortress, with her father's ¢
marked. Smith goes to the port containing Erica's boat. Sidgis the boat to Skeleton Islan

Cohen is captured. Smith fights the guards in the lab.
FAH

Smith to save her father. Erica provides Smith with a baratrénsportation to Skeleton Islar
Before going to the island, Smith hides a diamond in his shoeh Sités the boat to Skeletq
Island. Smith sneaks into the cell marked on the map containiog/<Eiather. Jack and his gua
capture Smith as he enters the cell. The guard disarmb.Srhi guard locks Smith into the ce
Smith bribes the guard with the diamond in his shoe. The guard unloafledheSmith leaves th
cell. Smith sneaks to the lab where Dr. Cohen is captured. 8ghith the guards in the lab. Smi
takes Dr. Cohen from the lab.

FAL
Erica installs a wiretap in Smith's home while he is avi&yca meets with Smith. Erica give
Smith the blueprints of Jack's fortress, with her fatherlsncatked. Before going to the islan

disarms SmithSmith bribes the guard with the diamond in his shoe. The guard uthecki®or.
Smith leaves the cell. Smith takes Dr. Cohen from the lab. Smithrai@bBen ride the boat t
shore.

Figure A.21: Suzhets Produced from Fabula A: Italicized sentences are the portion after
suspense was measured.

Erica eavesdrops on the phone conversation in which Smith s tigeorder to rescue Dr. Cohen.
Erica tells Smith that her father was kidnapped by Jack &ed te Skeleton Island, and she agks

Smith hides a diamond in his shoe. Smith goes to the port cowgdirica's boat. The guar

g

scientist, Dr. Cohen, and brought him to his private fortresskete®n Island. Jack expected that
the FBI would soon send Smith, their top agent, to rescue Dr. Cohen.epahe troublesomg
Smith out of his hair, Jack ordered his own agent, Erica, to monitith Snd capture him if he is

ell
d.

Smith sneaks into the cell marked on the map containing £fatier. Jack and his guard capture
Smith as he enters the cell. The guard locks Smith intoetheSmith sneaks to the lab where Dr.

Erica tells Smith that her father was kidnapped by Jack &ed ta Skeleton Island, and she agks
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In 2020 mankind faces severe environmental problems. The processedifitation has spread
North America, and shrinking glaciers have raised the seh $egnificantly. An environmentalis
named Mr. Greenpeace, head of the biggest environmental fmmdathe world, is aware @
these urgent problems, and plans to persuade the U.S. Praeidaké prompt action to preve
disaster. Meanwhile, a rich villain named Dr. Evil is planningassassinate the President.
plans are complicated by the security in place at the Whitesé] where only people wi
invitations can enter. In a nearby suburb of Washington, a man neengdwvho is the father of
six-year old boy hamed Ben, is hoping to give his son a Chrigineaent. Unfortunately, Tom
too poor to buy Ben a Christmas present. Tom has a shiny siigethat was given to him by h
wife. Unknown to Tom, the ring is magical; when worn, the ring ®and out a magical pulse th
will knock out anyone within a ten foot radius. Tom's goal is toagéty for Ben's Christma
present; Tom knows that Dr. Evil has a toy that he's willing to trade folsTrang.

FBW
Dr. Evil watched the TV and found out that a donation would getihwited to the White Housé

The President invited Dr. Evil to the fund-raising celebragmgnt. Tom traded his ring for Dr.

Evil's toy; as a result, Tom obtained the toy that Ben waaneldDr. Evil obtained the ring. D
Evil withdrew enough cash from his account to buy a gun and tdeefis a hypnosis class. D
Evil bought a gun. Dr. Evil registered for a hypnosis classdaml@éow to hypnotize people |
waving a shiny object before their eyes. Dr. Evil took a hyjsndass; as a result, he knew how
hypnotize people by waving a shiny object before their eye€\llrused the ring of power to p
all the Secret Service agents to sleep; as a rekale tvas no one guarding the president.
Greenpeace traveled to the White House. Dr. Evil fired his gun ateékslént.

FBH

Mr. Greenpeace gave a speech about the importance of takiog emtnediately to save th
world. Dr. Evil donated a million dollars to the White House. Tresident invited Dr. Evil to the
fund-raising celebrating event. The President gave the peshgovernment financial support
Mr. Greenpeace's foundation. Tom traded his ring for Dr. Ewlysdas a result, Tom obtained t
toy that Ben wanted and Dr. Evil obtained the ring. Dr. Evihdrew enough cash from h
account to buy a gun and to register for a hypnosis class. Dbdtrght a gun. Dr. Evil used th
ring of power to put all the Secret Service agents to sleep; as ta tlead was no one guarding t
president. Mr. Greenpeace traveled to the White House. Orfifed his gun at the President
the last moment, Mr. Greenpeace rescued the President by pushing him owtaf.the

FBL
Mr. Greenpeace traveled from the Amazon to the Capitol. Mr.Mpesee gave a speech about
importance of taking action immediately to save the wdrg President announced that he wa

raise funds to support Mr. Greenpeace's environmental foundationhmeder donated more than

a million dollars would be invited to the White House for adfuaising celebration party. Dr. Ev
watched the TV and found out that a donation would get him invitéidet White House. Dr. Ev
donated a million dollars to the White House. The President ¢fa@ promised governme
financial support to Mr. Greenpeace's foundation. Tom put the toy umelé€hristmas tree. Th
next day on Christmas, Ben found his Christmas present--thaby¥om left. Dr. Evil withdrew
enough cash from his account to buy a gun and to register for a hyplassidt the last momen
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Mr. Greenpeace rescued the President by pushing him out of the way.

Figure A.22: SJuzhets Produced from Fabula B: Italicized sentences are the portion after
suspense was measured.
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Sykes is the owner of the Hollywood Theater, which was once pmspéut has now beconLe

dilapidated and is in need of major renovations. Sykes has dcarsizable gambling debt, a
with his theater in shambles, he has no means with which to pagck He is constantl
threatened by his crooked debtors. Janet is a famous actresiresiths of winning an Oscar,

acting award. She is jealous of the actress Agatha, who htender for the Oscar this year 3
also is well-known for her active involvement in charity. Jatmws a number of scoundrg
including a guy named Kent, a bomb dealer, and the theater ownes. @gjatha is in love with
Bill, who serves as a lieutenant in the Los Angeles Pa@legartment's Serious Crime squad. Ja
knows that Agatha is planning to go to the Charity Bazaar foPtwe to be held in Hollywoo
Theater. To ensure that she will win the Oscar, Janet plans Agkiha during the charity event.

FCW
Janet and Sykes plan to burn down Sykes' theater to gétsinance money and kill Agath
during the charity bazaar. Janet gives Kent's contact infamméo Sykes and informs him ¢

Kent's expertise with firebombs. Kent takes a bomb to theyWotid Theater and meets with

Sykes. Sykes purchases the firebomb. Sykes installs the fipekient informs Bill that Sykes i
planning to firebomb his own theater during the charity evenatlfggoes to the theater for
charity event. Sykes sets the timer of the firebomb to expthmg the charity event. Syke
switches on the firebomb. Bill searches for the firebomb in theeth&il defuses the firebomb.

FCH
Kent takes a bomb to the Hollywood Theater and meets withsS@es purchases the firebon
Sykes installs the firebomb. Bill arrests Kent. Kent infoBilsthat Sykes is planning to firebormj
his own theater during the charity event. Bill releasest K& his cooperation. Agatha goes to
theater for the charity event. Sykes sets the timeheffitebomb to explode during the char
event. Sykes switches on the firebomb. Bill searches for the filebothe theateBill defuses the
firebomb. Agatha participates in the charity event.

FCL

Janet convinces Sykes to participate in her plan to kiktldag by convincing him that if h
participates, he will be able pay off his gambling debts. Sykeswsrsome money from the ba
by mortgaging his theater. Sykes buys insurance to covdogssin case of a fire. Janet giv
Kent's contact information to Sykes and informs him of Kestigertise with firebombs. Ker
takes a bomb to the Hollywood Theater and meets with Sykkss $yirchases the firebomb. T
lieutenant, Bill, issues a warrant permitting the arresteit for his illegal weapons dealing. B
coaxes Kent to give information in exchange for releasing hil. rBieases Kent for hi
cooperationAgatha participates in the charigvent.
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Figure A.23: Suzhets Produced from Fabula C: Italicized sentences are the portion after
suspense was measured.
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1. Name in full:

2. Gender:

3. Age Group:

4. Race:

5. Major:

Pre-Experiment Questionnaire

Please complete the following list of questions.
You may choose to NOT answer any of the following questions by selecting pdmses

Female
Male

No response

18-19

20-24

25-29

30-34

35-39

40-49

50+

No response

American Indian or Alaska Native
Asian
African American

Hispanic or Latino

White
No response

oooooon0 oooooooono oon

Native Hawaiian or Other Pacific Islander

Figure A.24a: Pre-Experiment Questionnaire
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6. Year in School:

7. Language:

ooon oooooooonan

8. How often do you [
watch a movie, eithejEj
at home or at a movi*-

theater? C
L

Freshman
Sophomore
Junior

Senior

Master

PhD

Other

I'm not a student

No Response

English as a native language

English as an official language in your country
English as a foreign language

No response

More than once a week
More than once a month
Seldom

No response

Next Page

Figure A.25b: Pre-Experiment Questionnaire
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& Expenmental Studyenozillaiareiox: Lij E'.

Fle Edit %ew Go Bookmarks Tools  Help

<E| - L:> - lg L_/l @ | http:)fliquidnarrative.csc.nesu.edufclassesesc4il fsurveypracess.php El ® & @,

The pupose of this survey is to measure the amount of suspense readers feel when reading stories. You
will be asked to read three stories, each presented in a sequence of web pages. Your readmg will not be
tuned, so progress through the stortes' pages at your own pace. At several pomts through each story, you
may see a web page that asks you to rate your suspense level at that point. Each story contains no more
than 15 sentences. Please carefully read the following stories and complete the questions as they are
presented. These stories will not be shown agam

Please click the button "Start Survey” when vou are ready to read the stories.

Done

Figure A.26: First Page of Survey
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& EpEnmeTialS Ty o e 0%
Fle Edit %ew Go Bookmarks Tools  Help

<3:| - - @ @ | http:)fliquidnarrative.csc.nesu.edufclassesescdil fsurvey Firststorybackgraund . php ® & @,

First Story

Sykes 1s the owner of the Hollywood Theater, which was once prosperous but has now become diapidated and 15 m need of
major renovations. Sykes has accrued a sizable gambling debt, and with his theater in shambles, he has no means with which to
pay it back. He 15 constantly threatened by lus crooked debtors. Janet 15 a famous actress with dreams of winmng an Oscar, an
acting award. She 15 jealous of the actress Agatha, who is her contender for the Oscar this year and also is well-known for her
active involvement mn chanty. Janet knows a mumber of scoundrels mcluding a guy named Kent, a bomb dealer, and the theater
owner Sylces. Agatha is in love with Bill, who serves as a leutenant m the Los Angeles Police Department's Serious Crime
squad. Janet knows that Agatha 1s planning to go to the Charity Bazaar for the Poor to be held in Hollywood Theater. To ensure
that she will win the Oscar, JTanet plans to lkill Agatha during the charity event.

Done

B=E

Figure A.27: First Story Background
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) ExpenmentalStdysmozil e o
Fle Edit %ew Go Bookmarks Tools  Help 1::}

& - E; - @ @ @ |D http:fliquidnarrative. csc.nesu.edufclassesfesc4il fsurvey Firststorybefare.php ® & “Q, ‘

Janet convinces Sykes to participate in her plan to kill Agatha by convincing him that if he participates, he will be able pay off his
gambling debts.

Done |

Figure A.28: Story Shown sentence by sentence
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File

Edit

Wiew

Go  Bookmarks  Tools  Help

@ - E} - g @ @ |D http: ffliquidnarrative. csc.nesu.edufclassesfescail fsurveyFirstmeasure . php

Hoe[d

1. Rate the level of suspense you feel at this peint in the story on a 5-point scale where 5 means 'extremely suspenseful’ and 1 means
'no suspense at all'

O35 (Estremely suspensefil)
4 (4 lof)

O3 Moderate)

O3 (4 k)

1 (Mot at all)

Done

Figure A.29: Page for Measuring Suspense
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) Generic Questions = Mozillahirefox

B=E

Fle Edit %ew Go Bookmarks Tools  Help

<3:| - - @ @ | http:}fliquidnarrative.csc.nesu.edufclassesjescail fsurveyFirstquestion.php @ a0 (_j,

1. Rate how much you enjoyed this story on a S-point scale where 5 means 'the story was extremely interesting’ and 1 means 'the
story was not interesting at all

O35 (Estremely interesting)
4 (4 lof)

O3 Moderate)

O3 (4 k)

1 (Mot at all)

2. The term coherence refers to how well a story's parts seetn to fit together. Fate this story's coherence on a 5-point scale where 5
means ‘strongly coherent' and 1 means 'not coherent at all'

5 (Strongly coherent)
O4
O3
Q2
O 1 (ot coherent at all)

Done

Figure A.30: Page for Generic Questions
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Post-Experiment Questionnaire
Please complete the following list of questions. You may choose to NOT answadrtha
following questions by skipping those questions. But please make sure to click '‘Don
button when you leave this page.

D

1. Please provide a brief description of what is suspenseful to you. How would you
describe stories that are suspenseful compared to stories that are not?

=
|

[/
| i

2. Please write any suggestions about the story.

[
| i3

3. Please write any suggestions about the how you think the experiment could be
improved.

L]

Done

Figure A.31: Post-Experiment Questionnaire
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